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ABSTRACT: The paper will briefly present
the development history of transformer-based
language models for the Serbian language.
Several new models for text generation and
vectorization, trained on the resources of the
Society for Language Resources and Technolo-
gies, will also be presented. Ten selected vec-
torization models for Serbian, including two
new ones, will be compared on four natural
language processing tasks. The paper will an-
alyze which models are the best for each se-
lected task, how their size and the size of their
training sets affects the performance on those
tasks, and what is the optimal setting to train
the best language models for the Serbian lan-
guage.
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1 Introduction

The beginning of the twenty-first century, brought a sharp increase in the
amount of available textual data, followed by a sharp increase in computing
power, triggering a wave of research based on the idea of deep learning (Le-
Cun, Bengio, and Hinton 2015). In the case of natural language process-
ing, the research culminated in the appearance of the transformer architec-
ture (Vaswani et al. 2017), based on the use of encoders, responsible for text
analysis, and decoders, responsible for text synthesis. The first extremely
popular model of this type was BERT' (Devlin et al. 2018), based exclu-
sively on the transformer encoder (encoder-only model). This model had
made a major breakthrough on multiple natural language processing tasks,

1. Bidirectional Encoder Representations from Transformers
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primarily the ones based on vectorization of text (word embedding). Its vari-
ations, RoBERTa? (Liu et al. 2019) and DeBERTa® (He et al. 2020) to this
day achieve state-of-the-art results for word embedding, word annotation
(e.g. word type marking and named entity recognition) and classification
of sentences and documents. On the other hand, the appearance of GPT
(generative pretrained transformer) (Radford et al. 2018) and GPT-2 (Rad-
ford et al. 2019) popularized language models based on the transformer de-
coder (decoder-only models), which is a group of models currently developing
the fastest. Models that combine the use of encoders and decoders, such as
BART (Lewis et al. 2020) and TS5 (Raffel et al. 2020), remain underrep-
resented despite their outstanding results on text transformation tasks e.g.
machine translation, document summarization and style transfer.

1.1 Overview of published models for the Serbian language

Transformer-based language models made way into the Serbian language
through multilingual models, firstly through MBERT* (Devlin et al. 2018),
and then and through XLM-RoBERTa® (Conneau et al. 2019), for the train-
ing of which about 4 billion tokens from texts written in Serbian or another
closely related language (Croatian, Bosnian) were used. The latter model
was released in December 2019 in two variants, base (279 million parame-
ters) and large (561 million parameters). Even today, as one of the largest
encoder models, XLM-RoBERTu is being used for the processing of Serbian
texts and achieves good results, especially after additional, specific training.
In early 2021, a model called BERTi¢ (classla/becms-bertic) (Ljubesi¢ and
Lauc 2021) was published on the platform Huggingface.> The model is based
on the ELECTRA architecture (Clark et al. 2020) (110 million parameters),
and it was trained on a corpus of over 8 billion tokens, Bosnian (800 million),
Croatian (5.5 billion), Montenegrin (80 million) and Serbian (2 billion).
Later that same year, the first models were trained specifically for Serbian
and published as part of a wider linguistic research for the Macedonian
language (Dobreva et al. 2022). More precisely, the Serbian version of the
RoBERTa-base model, macedonizer/sr-roberta-base (120 million parameters)
and the Serbian version of the GPT2-small model, macedonizer/sr-gpt2 (130

2. Robustly Optimized BERT

3. Decoding-Enhanced BERT

4. Multilingual BERT

5. Cross-lingual Language Model

6. Huggingface, the largest web hub for publishing language models.
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million parameters) were published. Both of these models were trained on
the Serbian Wikipedia corpus and support only the Cyrillic alphabet.

Not long after, a similar undertaking begun, during which five RoBERTa-
base models were trained for the Serbian language (Cveji¢ 2022). The
initial model, Andrija/SRoBERTa, had 120 million parameters and was
trained on a small corpus of 18 million tokens known as Leipzig (Bie-
mann et al. 2007), while the remaining four models each had 80 million
parameters and were trained on an increasingly larger corpus. For the
Andrija/SRoBERTa-base model, the corpus OSCAR (Suérez, Sagot, and Ro-
mary 2019) (220 million tokens) was added, for the Andrija/SRoBERTa-L
model, the srWAc (Ljubesi¢ and Klubicka 2014) (490 million tokens) was
added, for the Andrija/SRoBERTa-XL model, a part of the cc100-hr (21
billion tokens) and cc100-sr (5.5 billion tokens) (Wenzek et al. 2020) corpora
were added, while for the model Andrija/SRoBERTa-F all of the mentioned
corpora were used in their entirety.

By the end of 2022, three experimental generative models for Serbian
were published (Skori¢ 2023). The control model, procesaur/gpt2-srlat, was
again based on the GPT2-small architecture, had 138 million parameters
and was trained on a subset of the Society for Language Resources and
Technologies corpora (260 million tokens) (Krstev and Stankovié¢ 2023). The
other two models, procesaur/gpt2-srlat-sem and procesaur/gpt2-srlat-synt,
were created by retraining the control model using two specially prepared
corpora with the aim of separately modeling the semantics and the syntax
of the text. The three models were then used for the experiment of combin-
ing language models on the sentence classification task (Skori¢, Utvié, and
Stankovié 2023).

Early next year, researchers from the University of Ni§ published the Je-
lenaTosic/SRBerta model (75 million parameters) based on the RoBERTa-
base architecture, trained using the OSCAR corpus (Sudrez, Sagot, and
Romary 2019). What is interesting about this model and its second version
(nemanjaPetrovic/SRBerta, 120 million parameters), is that they were re-
trained before publication using texts from the law domain (Bogdanovié,
Kocié¢, and Stoimenov 2024).

Between the publication of these two models, the first question-answering
model for Serbian, aleksahet/xim-r-squad-sr-lat (Cvetanovi¢ and Tadi¢
2023), was created by adapting the RoOBERTa model using the SQuAD (Ra-
jpurkar, Jia, and Liang 2018) dataset translated into Serbian.

In mid-2023, two more generative models for Serbian based on the GPT
architecture were released. Both were trained on the same dataset: the cor-
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pora of the Society for Language Resources and Technologies (Krstev and
Stankovié 2023), doctoral dissertations downloaded from the NARDUS plat-
form,” corpus of public discourse of the Serbian language by the Institute of
Serbian Language SANU dubbed PDRS (Wasserscheidt 2023), and some
additional publicly available corpora from the web, such as the already
mentioned srWAc (Ljubesi¢ and Klubicka 2014) and cc100-sr (Wenzek et
al. 2020). The total number of tokens in this dataset was about 4 billion. The
larger model, jerteh/gpt2-orao,® has 800 million parameters, it is based on
the GPT2-large architecture and is currently the largest available model pre-
trained for the Serbian language. The smaller model, jerteh/gpt2-vrabac,’ has
136 million parameters and it is based on the GPT2-small architecture. Both
models were trained using the computing resources of the National Platform
for Artificial Intelligence of Serbia. In addition to the training corpus, the
two models also share a dictionary and a tokenizer, specially equipped to pair
Cyrillic and Latin characters, enabling equal support for both alphabets.

After the publication of the 800 million parameter generative model
(jerteh/gpt2-orao), the focus slowly shifted to retraining available large mod-
els for English using Serbian language texts. Hence, two models based on
the Alpaca (Taori et al. 2023) architecture, datatab/alpaca-serbian-3b-base
(3 billion parameters) and datatab/alpaca-serbian-7b-base (7 billion param-
eters) were published, while the publication of another 7 billion parameter
model based on the Mistral-7b (Jiang et al. 2023) architecture, trained on
Croatian, Bosnian and Serbian texts numbering 11.5 billion tokens, was an-
nounced. The same 11.5 billion tokens corpus was used to retrain the XL M-
RoBERTa-large. This model was published under the name classla/xlm-r-
bertic (Ljubesi¢ et al. 2024) and has 561 million parameters, the same num-
ber as the original XLM model.

Finally, the dataset which was used to train jerteh/gpt2-orao and
jerteh/gpt2-vrabac, was also used to train more encoding models from
scratch. The larger model, jerteh/Jerteh-355,'Y is based on the RoBERTa-
large architecture and has 355 million parameters, while the smaller model,
jerteh/Jerteh-81,'1 is based on the RoBERTa-base architecture and has 81
million parameters. As with the jerteh/gpt2-orao model, the goal was to

7. NARDUS — National Repository of Doctoral Dissertations from all Universi-
ties in Serbia.
8. jerteh/gpt2-orao
9. jerteh/gpt2-vrabac
10. jerteh/Jerteh-355
11. jerteh/Jerteh-81

10 Infotheca Vol. 24, No. 1, February 2025


https://nardus.mpn.gov.rs/
https://huggingface.co/jerteh/gpt2-orao
https://huggingface.co/jerteh/gpt2-vrabac
https://huggingface.co/jerteh/jerteh-355
https://huggingface.co/jerteh/jerteh-81

Scientific paper

train the models on the highest quality corpora. This paper will present
an analysis of the performance of these two models individually, as well as
in comparison with the performance of other selected models, in order to
establish their place in the hierarchy of Serbian language models for text
vectorization.

1.2 The Experiment

In the previous section, it was pointed out that there is a large number of
multilingual models that support the processing of the Serbian language to
a different extent, and that there are about twenty models that have been
prepared specifically for the processing of Serbian. Published models differ
from each other by several features: the family (architecture) of the model,
the number of parameters, the dictionary or tokenizer on which the model
is based, the corpora used for its training, the task on which the model
was trained, and the training length. It should be noted that some of the
information on models is missing, but also that some available information
(primarily the properties of the training set) is not verifiable.

In the following sections, the paper will focus on ten selected encoding
models (general type). Basic information about those models will be pre-
sented in Section 2, an experiment comparing their performance on four
prepared tasks will be presented in Section 3, and the results of the exper-
iments will be presented and discussed in Section 4. Finally, in Section 5,
the process of training new models for Serbian will be proposed. This paper
will not focus on generative models due to the lack of a reliable (automatic)
mechanisms for measuring their performance. Encoder-decoder models spe-
cially developed for the Serbian language are yet to be published.

2 Selected encoder-based models

For the purposes of this paper, ten of the previously mentioned models (Sec-
tion 1) were selected, and will be analyzed in more detail. They include four
SRoBERTa models, which, due to the fact that they differ only in the train-
ing data set, are very suitable for this experiment. Furthermore, the oldest
model, classla/bems-bertic and the newest model, classla/zlm-r-bertic, pub-
lished by the Center for South Slavic Languages CLASSLA, will be exam-
ined, as well as the two most popular multilingual models xzim-roberta-base
and xlm-roberta-large. The last two models to be analyzed, jerteh-81 and
jerteh-855, trained on the resources of the Society for Language Resources

Infotheca Vol. 24, No. 1, February 2025 11
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and Technologies, are presented for the first time in this paper. The basic
features of the ten models are shown in Table 1.

No. 1 2 3 4 5 6 7 8 9 10
<]
I R I~ R R
T < ! o] = o] [} %) 0
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= == T =~ = B - = B A R A -
= m = M % & s L 2 [
&) ) Q 3 g & 5 + 5 =
1D 5 ~ S o~ 3 = o 13 L 13
S O - 2 < = =T =
e - N = - - R A O R
2 gl 3= T % 7 = = 5 g
= < = < & | = " % S
o) S| g =] 3] [3)
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Tokenizer SRoBERTa bertic XLM-R jerteh
Architecture RoBERTa ELE. XLM-R RoBERTa
Model Size 80 110 | 561 | 279 | 561 81 355
Dataset Size| 500 | 1000 | 3750 | 5700 | 8400 {11500 4000* 4000
Serbian v v v v v v v v v v
Croatian v v v v v v
Bosnian v v v v
Montenegrin v v v

Table 1. Ten selected encoder-based models for Serbian and their features: tok-
enizer, architecture, model size in millions of parameters and training set size in
millions of tokens. The data was taken from the HuggingFace platform. *The size
of the training set for models 7 and 8 (zim-roberta-base, xlm-roberta-large) refers
to the part of the set in Serbian, Croatian or other related language. The lower
part of the table shows in which of these languages the models were trained.

12 Infotheca Vol. 24, No. 1, February 2025
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From the table, as well as from the description of the models in the pre-
vious section, it is apparent that the most popular architecture is RoBERTa
(6 out of 10 selected models), with the additional three models being based
on a close-related, XLM-RoBERTa architecture. The one remaining model,
bems-bertic based on the ELECTRA architecture, is the only selected model
not pre-trained on the masked language modeling task (prediction of parts
of text masked behind a special label).

The size of the selected models varies from 80 (for four SRoBERTa mod-
els) to over 560 million parameters (for models based on XLM-RoBERTa-
large). The size of the training set varies from 500 million for model 1
(SRoBERTua-base) to as much as 11.5 billion tokens for model 6 (classla/zlm-
r-bertic), where it should be noted that this model was not trained from
scratch, but rather a zlm-roberta-large model addapted on Croatian, Bosnian
and Serbian texts. Only four out of ten models were trained exclusively on
Serbian texts, namely models 1, 2, 9 and 10, i.e. the first two SRoBERTa
models, jerteh/jerteh-81 and jerteh/jerteh-855.

It is also important to note that the ten presented models use only four
different dictionaries/tokenizers:

X, SRoBERTa tokenizer — the first 4 models;

Xy bertic tokenizer — model 5;

X3 XLM-R tokenizer — models 6 to 8;

Xy jerteh tokenizer — the last 2 models (9 and 10).

3 Performance evaluation setting

Ten selected models were evaluated on four separate tasks to compare their
performance:

T; Masked language modeling (guessing missing tokens);
Ty Calculation of (semantic) sentence similarity;

T3 Part-of-speech annotation;

Ty Named entity recognition.

The first two tasks belong to the group of so-called upstream tasks, which
use models in their basic state, while the other two tasks belong to the group
of downstream tasks because they require the models to be fine-tuned and
evaluated on a specially prepared, task-specific datasets.

Infotheca Vol. 24, No. 1, February 2025 13
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3.1 Model evaluation - upstream tasks

As already mentioned, upstream tasks do not require model adaptation, so
only preparation of test sets is necessary.

In order to evaluate the models on the masked language modeling task
(T1), a special data set was prepared using texts in which one random token
is masked in each sentence behind a mask <MASK>. Four sources were used
for the textual material:

Y1 Decko, Serbian translation of the novel The Adolescent (Ilodpocmoxk) by
Dostoyevsky;

Ys Mladié, alternative translation of Decko;

Y3 Serbian translation of Jules Verne’s novel Around the World in 80 Days;

Y, Croatian translation of Jules Verne’s novel Around the World in 80 Days.

The first two sources were not used to train any of the models, while the
other two have been available on the web for a long time (Vitas et al. 2008)
and were therefore probably used to train most, if not all, of the models
listed.

In order that no model has a particular advantage, the texts were tok-
enized using all four tokenizers (X; to X4) and then masked. Each of the ten
models had the task of unmasking each of the sixteen prepared texts (four
sources tokenized and masked in four different ways). One token was masked
in each sentence, and the models offered three candidates in its place. Ev-
ery instance where the masked (i.e., requested) token appeared in the set of
candidates provided by the model for the given sentence was counted as a
successful hit, and the accuracy on this task was used for assessment of the
test results.

To evaluate models on the second task, namely, calculating the similarity
between sentences (73), triplets based on extraction of the same sentence
from parallelized novels were used (Y; and Y5, i.e. Y3 and Yj). Since the
novels were parallelized at the sentence level, it was easy to create pairs
of sentences with the same meaning. Each triplet was formed by adding a
similar length drawn a different point of the counterpart novel, that sharing
as many tokens as possible with the first sentence. Example of a triplet:
To evaluate models on the second task, namely, calculating the similarity
between sentences (73), triplets based on extraction of the same sentence
from parallelized novels were used (Y; and Ys, ie. Y3 and Yj). Since the
novels were parallelized at the sentence level, it was easy to create pairs
of sentences with the same meaning. Each triplet was formed by adding a

14 Infotheca Vol. 24, No. 1, February 2025
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sentence sharing as many tokens as possible with the first sentence, and of a
similar length, but extracted from a different point of the counterpart novel.
Example of a triplet:

1. "Zaista, ko ne bi obiSao svet i za manju cenu?" (control sentence, Y3:
Around the World in 80 Days, Serbian)

2. "Doista, nije li i za manje od toga vrijedno izvrsiti put oko svijeta?"
(pair, Yy: Around the World in 80 Days, Croatian)

3. "He! he! pa konalno zasto ne bi uspio?" (false pair, Yy: Around the World
in 80 Days, Croatian)

The models were tasked with recognizing two of the sentences in the as-
signed triplets that actually match (the similarity between the first and the
second sentence has to be greater than between the first and the third), and
the accuracy on that task was used to evaluate performance. The similarity
between the sentences is calculated as the difference of the number 1 and the
cosine distance of the calculated sentence vectors. To compute sentences vec-
tors, the model first assigns vector values to each token in the sentence, and
then the value of those vectors is averaged to obtain a vector representation
of the sentence.

3.2 Model evaluation - downstream tasks

For the purpose of evaluating the performance of models on the remain-
ing two planned tasks, the models were fine-tuned and tested on specially-
prepared datasets. The publicly available set, SrpKor4Tagging (Stankovié
et al. 2020) (three hundred and fifty thousand tagged tokens), was used for
the part-of-speech tagging task (73), while another publicly available set,
SrpELTeC-gold (Sandrih Todorovié et al. 2021), was used for the named
entity recognition task (7y). For both tasks, the models were fine-tuned on
90% of labeled sentences from each set and tested on the remaining 10%.
As both tasks are multi-class classification problems, the F}-score obtained
during the classification of the sentences from the test set were used to access
the model performance.

4 Evaluation results
The results of the first test (77) i.e. the average accuracy of the selected

models on the task of guessing the missing tokens in sixteen prepared texts,
are shown in Table 2.

Infotheca Vol. 24, No. 1, February 2025 15
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X1-Y1 | 043 | 0.63 | 0.66 | 0.70 / 0.43 | 0.46 | 0.51 | 0.70 | 0.75
Xi1-Y> | 043 | 0.62 | 0.64 | 0.69 / 0.42 | 0.46 | 0.50 | 0.69 | 0.73
X1-Ys | 0.37 | 0.56 | 0.59 | 0.63 / 0.34 | 0.38 | 043 | 0.66 | 0.72
Xi-Ys4 | 0.36 | 0.55 | 0.64 | 0.68 / 0.34 | 0.38 | 0.42 | 0.58 | 0.63
X>-Y1 | 0.36 | 047 | 0.51 | 0.54 / 0.47 | 0.50 | 0.55 | 0.57 | 0.60
X>-Yo | 0.37 | 048 | 0.51 | 0.54 / 0.46 | 0.50 | 0.54 | 0.56 | 0.59
Xo2-Y3 | 0.31 | 041 | 045 | 0.48 / 0.42 | 0.45 | 0.50 | 0.50 | 0.54
Xo2-Ys | 0.31 | 042 | 047 | 0.51 / 0.42 | 0.46 | 0.50 | 0.47 | 0.51
Xs-Y1 | 037 | 049 | 0.52 | 0.54 / 0.48 | 0.50 | 0.55 | 0.57 | 0.60
Xs-Yo | 0.37 | 048 | 0.51 | 0.54 / 0.46 | 0.50 | 0.54 | 0.57 | 0.59
Xs-Ys | 0.30 | 0.41 | 0.44 | 0.47 / 0.41 | 045 | 0.49 | 0.50 | 0.54
X3-Yy | 0.31 | 042 | 047 | 0.51 / 0.41 | 0.46 | 0.50 | 0.47 | 0.50
X4-Y1 | 042 | 0.60 | 0.63 | 0.67 / 0.43 | 047 | 0.51 | 0.73 | 0.78
X4-Y> | 041 | 0.58 | 0.61 | 0.65 / 0.41 | 045 | 049 | 0.71 | 0.75
X4-Y3 | 0.35 | 0.53 | 0.55 | 0.60 / 0.33 | 0.38 | 042 | 0.69 | 0.76
X4-Ys | 0.34 | 0.50 | 0.58 | 0.62 / 0.33 | 0.37 | 041 | 0.62 | 0.66
average| 0.36 | 0.51 | 0.55 | 0.59 / 0.41 | 045 | 0.49 | 0.60 | 0.64

Table 2. Model accuracy on the task of guessing masked tokens (three candidates)
for each of the sixteen prepared masked texts and on the average. Each masked
text is marked (at the beginning of each line) with a unique label representing
a combination of a tokenizer (X) and a source (Y). The best result in each row
(£1%) is marked in bold.

16
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The results show a clear superiority of the new model, jerteh-355, which
achieved the best result in thirteen out of sixteen cases, and shared the best
result (£1%) in two more cases. Moreover, in nine out of twelve cases, the
jerteh-355 model outperformed models on texts masked by tokenizers of
those same models. The only model that managed to surpass it in two cases
is SRoBERTa-F, which performed best in processing the source (Yy), written
in Croatian (the language included in a large percentage in its training set).
However, its average accuracy is lower than the accuracy of jerteh-81, the
other new model. Model 5 (classla/bems-bertic) was not included in the
evaluation on this task because that would put in a disadvantage, as unlike
the others, it was not trained on the masked language modeling task.

The results of the second test, calculating sentence similarity (7%) are
shown in Table 3. The values show the model accuracy in recognizing sen-
tences with the same/similar meaning in triplets extracted from two Serbian
translations of the same novel, Y7 and Ys (first row of values), from the Ser-
bian and Croatian translations of the same novel, Y3 and Yy (second row),
and on the average (third row).

R
N
-
N
B
|
L

[en}

’No.‘

—
\V]

ID

Andrija/SRoBERTa-base
Andrija/SRoBERTa-L
Andrija/SRoBERTa-XL || w
Andrija/SRoBERTa-F
classla/bcms-bertic
classla/xlm-r-bertic
xlm-roberta-base
xlm-roberta-large
jerteh/jerteh-81
jerteh/jerteh-355

Y1-Yo | 0.93 | 0.95 | 0.96 | 0.96 | 0.92 | 0.76 | 0.90 | 0.87 | 0.95 | 0.95
Y3-Yy | 0.83 | 0.89 | 0.92 | 0.91 | 0.79 | 0.66 | 0.78 | 0.71 | 0.89 | 0.83
average| 0.88 | 0.92 | 0.94 | 0.93 | 0.85 | 0.71 | 0.84 | 0.79 | 0.92 | 0.89

Table 3. Performance of the selected models (accuracy) on the task of recognizing
sentences with the same or similar meaning in the triplets extracted from the
translations of Dostoyevsky (Yi-Y2), Verne (Y3-Y1), and their average. In each
row, the best result (£1%) is marked in bold.
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The results for the first set of triplets are very good for several
models, where SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F, jerteh-81 and
jerteh-855 achieve a similar accuracy of around 95%. The SRoBERTa-XL
model achieves the best results by a very small margin, but also the best
results for the second set of triplets containing sentences in the Croatian lan-
guage (92% accuracy). Therefore, it also has the best overall performance on
this task. The only other model that achieves an accuracy of over 90% for
the second set of triplets is SRoBERTa-F, which was to be expected, because
it was also trained on Croatian texts.

The results achieved by the models (Fj-score) on downstream tasks T3
(part-of-speech-tagging) and Ty (named entity recognition) are shown in
Table 4.

N
.
.
.
.
N
o
|

[en)

’No.‘

ID

Andrija/SRoBERTa-base || —=
Andrija/SRoBERTa-L
Andrija/SRoBERTa-XL
Andrija/SRoBERTa-F
classla/bcms-bertic
classla/xlm-r-bertic
xlm-roberta-base
xlm-roberta-large
jerteh/jerteh-81
jerteh/jerteh-355

T3 1 0.974 | 0.980 | 0.982 | 0.982 | 0.986 | 0.987 | 0.984 | 0.986 | 0.985 | 0.986
Ty | 0.908 | 0.922 | 0.929 | 0.935 | 0.942 | 0.942 | 0.933 | 0.935 | 0.928 | 0.928

Table 4. Fi-score achieved by the models on tasks T3 (part-of-speech-tagging)
and Ty (named entity recognition). In each row, the best result (£0.1%) is marked
in bold.

From the results shown, it is apparent that on the task T3 (part-of-speech-
tagging) nine out of ten models perform quite well (Fj-score of over 98%),
where the results achieved by the four top-performing models (classla/bems-
bertic, classla/zlm-r-bertic, xlm-roberta-large and jerteh/jerteh-355) differ by
less than 0.02%, indicating that the models are slowly approaching the upper
limits of performance for this task.
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When it comes to the results on the last task, T (named entity recogni-
tion), the highest performance was achieved by models classla/bems-bertic
and classla/xlm-r-bertic, but the results across the models are not similar to
those for task T3 (~ 4% for task Ty compared to ~ 1% for task T3). However,
the performance gap between the best and worst performing model is still
significantly smaller than the one on the upstream tasks (~ 28% gap for
task T1).

In the following section, the achieved results will be discussed, together
with the apparent reasons that led to those results, with the aim of deter-
mining the most favorable conditions for training Serbian language models
in the future.

5 Discussion

The previously presented evaluation results (tables 2—4) show that there is
not a single model (or group of models) that performs best in general, but
rather that different models (and model groups) are better (or worse) at dif-
ferent tasks. In this sections results for each task will be accessed individually,
with an emphasis on the relationship between the achieved performance and
the size of the model, the size of its training set and the quality of that set.

5.1 Masked Language Modeling

The results for the masked language modeling task (Table 2) show a sub-
stantial advantage of the jerteh/jerteh-355 model, with jerteh/jerteh-81 also
achieving good results as the second best-performing model on the average.
The most probable cause is that these models used the same training dataset.
Correlations of the average accuracy of models and the number of their pa-
rameters and the models and the size of their training sets are shown in
Figure 1.

At first glance, some prominent exceptions are noticeable, primarily the
models based on the XLM-R architecture, which achieve some of the worst
results on this task. If their results are removed, new trends appear (see
Figure 2). Thus, when looking only at the RoBERTa models, it seems that
the larger the model (albeit not very convincingly) and the larger the set
used to train it (very convincingly) the better the model performance.
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Figure 1. Correlation between each model’s accuracy on the masked language
modeling task with its size (left), and with the size of its training sets (right). The
displayed trend curve corresponds to a logarithmic function.
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Figure 2. Correlation between each RoBERTa-based model’s accuracy on the
masked language modeling task with their size (left), and with the size of their
training sets (right). The displayed trend curve corresponds to a logarithmic func-
tion.

5.2 Calculation of (semantic) sentence similarity

During the evaluation of the 75 task, it was established that the best results
were achieved by the models SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F),
jerteh-81 and jerteh- 355 when it comes to recognizing sentence pairs in Ser-
bian, and SRoBERTa-XL and SRoBERTa-F when it comes to recognizing
bilingual sentences pairs (Serbian and Croatian, Table 2). This indicates that
the key for good sentence embedding is to pre-train the model for the lan-
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guages being processed. When embedding Serbian sentences only, the best
models are those that were previously pre-trained on a sufficiently large set
of sentences in Serbian, but when embedding both Serbian and Croatian
sentences, models pre-trained on both Serbian and Croatian have an ad-
vantage. On the other hand, models based on the XLM-R architecture and
pre-trained on one hundred world languages are under-performing on this
task, probably due to the large noise that the diverse training set produces.

100% 100%
. °
90% ! ........ ° 0% | ... %
O e - N
80% O . a0 ® | TS
....... o [}
70% L4 70% °
60% 60%
50% 50%
40% 40%
30% 30%
0 100 200 300 400 500 600 0 2000 4000 6000 8000 10000 12000

Figure 3. Correlation between each model’s accuracy on the sentence embedding
task with its size (left), and with the size of its training sets (right). The displayed
trend curve corresponds to a logarithmic function.

Figure 3 shows the effect of the model size and the training set size on
the performance of the model on this task and, interestingly, the trend lines
indicate that the performance decreases with the increase of either parame-
ter. The impact of the dataset size can be attributed (to some extent) to the
previously described phenomenon affecting the XLM-R architecture. On the
other hand, when it comes to the effect of model size, there are additional
indicators that smaller models are better for this task, especially for bilin-
gual embeddings where jerteh/jerteh-81 outperforms jerteh/jerteh-355. The
reason could be that the smaller model, due to its size, is less adapted to the
Serbian language (underfit), but has an aadvantage in generalizing ability.

5.3 Downstream Tasks

Unlike the evaluation on the upstream tasks, the results achieved by the
models on the downstream tasks are much more even. Nearly all mod-
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els achieve great results for part-of-speech tagging (T3, Table 4), including
those based on the XLM-R architecture. Moreover, classla/xzlm-r-bertic and
zlm-roberta-large, which are XLM-R-based are two of the four models that
achieve the best results on this task (the other two being classla/bcms-bertic
and jerteh/jerteh-355).

What these four models have in common is that they are either the largest
models or models trained on the largest datasets. A positive correlation
between the performance and the size of the model, as well as between the
performance and the size of the training sets can also be observed in Figure 4.

100% 100%
99% ‘0, .............. P R Rk £ 9% | Poig S - .
98% b 08% @ a
97% * o @
96% 96%
95% 0596
94% 94%
93% 03%
92% 92%
91% 1%
90% 90%
0 100 200 300 400 500 600 0 2000 4000 6000 8000 10000 12000

Figure 4. Correlation between each model’s Fij-score on part-of-speech tagging
with their size (left), and with the size of their training sets (right). The displayed
trend curve corresponds to a logarithmic function.

The correlation between the size of the training set is even more obvious
in the case of named entity recognition task (Figure 5). The best results on
this task (74) were achieved by the two models with the largest training sets,
with outstanding performance of XLM-R-based models. Model size is also
shows a (slight) positive correlation with performance on this task.

5.4 Conclusion

When it comes to masked language modeling, it seems that the development
of new models for Serbian is going in the right direction. The jerteh/jerteh-
355 model achieves by all means the best results, at least when it comes to
working with high-quality texts, even when they are tokenized by unknown
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Figure 5. Correlation between each model’s F}-score on named entity recognition
with their size (left), and with the size of their training sets (right). The displayed
trend curve corresponds to a logarithmic function.

tokenizers (Table 1). Although the training data set size has a positive corre-
lation with the performance of the model (fig.2), the quality of the set should
not be neglected, since jerteh/jerteh-355 and jerteh/jerteh-81 outperform
the Andrija/SRoBERTa-F and Andrija/SRoBERTa-XL models trained on
larger training sets, indicating that web corpora may not always be sufficient
to train quality models for this task. This is consistent with the conclusion
of another recent research (Li et al. 2023). However, new research should
include non-literary sources in the evaluation set, in order to obtain a more
comprehensive outlook of the situation.

On the task of calculating the similarity between sentences (sentence
embedding) models Andrija/SRoBERTa-F and Andrija/SRoBERTa-XL
stood out, followed by Andrija/SRoBERTa-L, jerteh/jerteh-81 and
jerteh/jerteh-355, at least when it comes to embedding Serbian sentences
(Table 3). What sets these models apart is that they are smaller compared
to other models and trained on a larger set, so generalization seems to be
the key for this task, that is, larger data sets in combination with smaller
models. Also, when it comes to processing sentences of a wider linguistic
spectrum (e.g. South Slavic languages), it would be necessary to include
sentences from the complete spectrum in the training set or, even better, to
adapt the dictionary to map a wider range of tokens, and therefore allow
for the correct vectorization of these sentences. New research on this topic
should also explore a more recent method of sentence vectorization, for ex-
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ample, using the sentence transformer architecture (Reimers and Gurevych
2019).

In the case of both assessed upstream tasks, the performance achieved by
the models based on the XLM-R architecture is significantly lower than the
one of the models based on the RoBERTa architecture. In the case of the first
task (T7), this can be explained by their significantly larger token dictionary
(which makes the selection of the appropriate token more difficult). However,
such an explanation would not be adequate for the second task (7%). On the
other hand, the models based on the XLM-R architecture proved to be the
best (by a small margin) on downstream tasks, primarily for named entity
recognition (7y). It seems that in order to successfully solve this task, it is
best that the model encounters a wide variety of tokens during pre-training,
while additional training on Serbian texts brings additional improvements.
It seems that in order to improve the performance, it would be optimal to
retrain the XLM-RoBERTua-large model using the largest and highest quality
set of texts in the Serbian language. When it comes to part-of-speech tagging,
it seems that any of the new models would be adequate to handle this task.
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ABSTRACT: This paper investigates the
innovative approach to developing a dictio-
nary of football terminology through the ap-
plication of linked data. Using traditional ap-
proaches of dictionary creation includes se-
quentially written entries and manual analysis
of corpora which can be very time consuming.
Our approach uses the techniques of compu-
tational linguistics and automatization in or-
der to increase the speed of dictionary cre-
ation process. The Digital Dictionary of Foot-
ball Terminology which we have developed is
meant for both human and software applica-
tion use, giving users a fast approach. Fur-
thermore, this gives the possibility of constant
updating as well as the integration with dif-
ferent digital resources. This paper focuses on
the Serbian Language section of the trilingual
Serbian-Spanish Dictionary of Football Termi-
nology which is developed within the doctoral
dissertation of Jelena Lazarevié.
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The integration of language resources represents one of the principal topics
in contemporary research, relating language technologies. There is an in-
crease in the implementation of the data-driven approach for its improved
possibilities of data processing possibilities.
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A data-driven approach is a methodology leaning on the analysis and
interpretation of data as a basis of decision-making and problem-solving.
Instead of using intuition or experience through previous theoretical knowl-
edge, a data-driven approach uses concrete, objective and measurable infor-
mation gathered from the data. This approach is very popular in disciplines
such as linguistics, medicine and various information technologies (Kitanovi¢
et al. 2021).

This paper will feature researching the possibility of streamlining and
improving the traditional approach of creating dictionaries through the ex-
ample of developing a bilingual dictionary of football terminology.

The traditional approach of creating dictionary entries, one by one, most
often in an alphabetic order relies on the analysis within the corpora or ex-
cerpted examples with the consultation of referent dictionaries for each indi-
vidual entry. Using computational linguistics technologies makes this process
quicker than the aforementioned practices. Moreover, the entries are not pro-
cessed sequentially. Instead, the data-driven approach is implemented, led by
data and parallel processing of a greater amount of data at once.

Bergh and Ohlander (Bergh and Ohlander 2019) had noticed that XX
century features a rise in the use of football terminology in general speech,
while some terms had become common in the speech of fans. The language
of football is in constant change, adapting itself to events in and around
the game. Due to its importance and a great media presence, football, as
the People’s game, influences general English dictionaries to include football
terms as part of the General language.

Digital dictionaries have vast advantages in comparison to traditional,
printed dictionaries. According to Fuentes-Olivera and Tarp (Fuertes-Olivera
and Tarp 2014), the ideal solution for contemporary dictionaries is in fact
their online edition. The first and key advantage of an online dictionary
is the speed of search which enables fast word and phrase search, while
printed dictionaries need to be manually revisited. The second advantage is
the possibility of constant updating of the entries, unlike printed dictionaries
which can expire in their relevance within a matter of years.

Online dictionaries also allow the adaptation of fonts, letter size and other
parameters to fulfill user needs, while containing additional information, such
as detailed etymology and pronunciation. The availability of mobile applica-
tions and desktop platforms always enables users access to the dictionary. It
is very important to add the possibility of search within a single word entry,
to quickly find meaning or information on a certain term while reading.
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Putting dictionaries onto digital language learning platforms enables
progress following through making word lists, notes, flash cards and other
helpful tools that streamline the language learning process. Integrating the
dictionaries with the text corpora is very significant because users are al-
lowed to learn words and expressions based on concrete examples of their
use. Unlike the global practice, Serbia still features greater commonality lev-
els of traditional dictionary use due to a feeling of authenticity or a simple
habit. Currently, digital dictionaries have become a necessary tool for lan-
guage learners and those who speak multiple languages. At this point, we
need to mention that any digital dictionary can be printed.

The Dictionary of Football Terminology featured in this paper is a digi-
tal dictionary intended for both human and machine use, regarding software
applications. It represents a part of a broader research and the compila-
tion of the first Digital Dictionary of Football in the Serbian language. The
entries are translated to Spanish, within the doctoral dissertation of Je-
lena Lazarevié¢ under the title: “Language Characteristics of the New Media
Discourse on Football: a Contrastive Analysis of the Serbian and Spanish
Language Corpora”. The emphasis stays on the connection between com-
putational linguistics and the implementation of technologies of semantical
networks in order to fulfill the needs of individual users, as well as software
tools.

The Dictionary is intended for the use of individuals working in sport:
athletes, coaches, referees, professors, students, sports journalists as well as
anyone wishing to master the precise interpretation of footballing terms.
This paper particularly focuses on the Serbian section of the bilingual Ser-
bian/Spanish Dictionary of Football Terms.

In Section 2 of this paper we will view the two ways of excerpting in-
formation necessary for the creation of the Dictionary: automatic excerp-
tion from the corpus srFudKo, term candidates, frequencies and examples
of use (Krstev et al. 2015; Ivanovié et al. 2022), as well as the extraction
from the preexisting dictionaries and glossaries available online (Kitanovié
et al. 2021).

2 Data preparation for the Dictionary compilation

The corpus srFudKo (Lazarevi¢ et al. 2023) was created from media articles
about football in the Serbian language, compiled from five online news sites:
B92, Blic, Mondo, Politika and Sport Klub. The articles were automatically
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downloaded through various techniques, which was followed by deduplica-
tion of articles, eliminating articles shorter than 3000 characters, sentences
in other languages and tables that contained only numerical results. After
filtering the articles and text debriding the corpus srFudKo was created;
it contains 10,100,553 tokens, out of which a total of 8,618,426 represents
words, while the rest is interpunction. The corpus content was then anno-
tated by word type and lemmatized though taggers for the Serbian language
SrpKor4Tagging-TreeTagger (Stankovic¢ et al. 2020; Stankovié, Skori¢, and
Sandrih Todorovié 2022).

The corpus srFudKo was then used for information excerption. The ini-
tial result of the automatic excerption was a list of word candidates, fol-
lowed by frequency of use. In the first phase, single part terms were ex-
tracted, evaluated, and tagged, which was followed by the multiple com-
pound terms (Krstev et al. 2015), most frequent syntactical patterns based
on the morphological dictionaries of the Serbian language and local gram-
mars (Krstev 2008). Aside from single part terms, their keyness' was also
calculated, comparing frequencies in srFfudKo, with the Contemporary Ser-
bian Language Corpus SrpKor2013 (¥Yreuh 2011). In terms of compound
terms, more complex associative measures were used, such as T-Score and
CValue (Vu, Aw, and Zhang 2008). The details of this stage are described
in the paper: “Football terminology: compilation and transformation into
OntoLex-Lemon resource” (Lazarevic et al. 2023).

In terms of information extraction from the preexisting dictionaries and
glossaries available online, various files of various types and levels of de-
tail were downloaded. Instead of consulting a dictionary for each individ-
ual entry, crossing, harmonizing and processing of all sources was planned
to streamline and accelerate the creating of the first contemporary dic-
tionary of football, rich in information. Data integration relied on multi-
ple sources, but the main roles belong to: 1) The four language dictionary
based on Serbian, English, French and Spanish terms lists (Mihajlovi¢ 2003)
and 2) Kicktionary? (Schmidt 2009), semantically based on the frames of
FrameNet?* (Fillmore et al. 2003).

1. https://www.sketchengine.eu/documentation/simple-maths/

2. http://www.kicktionary.de/ the multilingual lexicon that covers terms and
their definitions related to football matches, tactics, players, and equipment, with
the aim of facilitating learning and understanding of football terminology through
visualizations and explanations.

3. FrameNet is a lexical database that documents semantic frames and how they
connect words to their meanings in different contexts.
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Frame Semantics is the theory of meaning focused on conteptual struc-
tures — frames, which represent the background necessary for understand
words and expressions in various contexts. These frames include associated
elements and relations activated while using a certain term, allowing a bet-
ter understanding of their meaning and context of use. Frames and lexical
units in English were crossed with the English side of the QUAD dictionary
in order to enrich the Serbian side of the dictionary with semantic frames.
Considering that no language of Football Terminology in Serbian had de-
scriptive entry definitions and given the lack of machine translating for the
sake of a faster compilation of the Dictionary, we used Glossaries of football
terminology in English and Spanish with semi-automatic processing. Aside
from Kictionary, which also contains certain definitions, dictionaries avail-
able at the moment of data processing were also used. We need to add that
some of these dictionaries have become unavailable on the previously known
addresses:

— The Field* Glossary with 900 of the most used football terms is orga-
nized through illustrated scenarios. The base language is Portuguese,
while containing equivalents in English and Spanish, alongside examples
of use. Homonymy and Polysemy was implemented through separated
dictionary entries and its structure was inspired through the concepts of
Semantic Frames
The UEFA® Football Glossary we have used features a total of 8,086
entries: 1,893 in German, 2,306 in English and 1,887 in French.
Football Glossary UsingEnglish® contains different domains and has only
74 entries for frequent terms.
— The NINE language dictionary” contains 77 terms with translated equiv-
alents in English, German, French, Spanish, Italian, Portuguese, Polish,
Russian and Ukrainian.

The Dictionary of Football Terms FudLe was created based on the doc-
toral dissertation of Jelena Lazarevié and contains now a total of 2,648 entries
with translation equivalents in Serbian and English that were enriched by

4. previously available on http://dicionariofield.com.br/, see https://www.
facebook.com /dicionariofield

5. previously available on https://www.uefa.com /insideuefa/dictionary/

6. https://www.usingenglish.com /glossary /football-vocabulary /

7. https://www.uefa.com/MultimediaFiles/Download /competitions/General /
01/80/75/52/1807552  DOWNLOAD.pdf
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the word types and frequencies of the srFudKo corpus. A total of 93 entries
feature an added definition.

Within the Serbian partition, there are: 990 single part term, 996 two-
part term, 369 featuring three components, 200 featuring four components,
while 123 contain five and more components. Connecting with the semantic
frames of the dictionary Kicktionary was performed on 142 lexical units.
After the extraction of the terminological phrases from the srFudKo corpus,
manual evaluation and tagging domain markers (whether the term refers to
sport or distinctively to football), a list of 1,943 terms was extracted that
was also given a code of their syntactic group, frequency, and association
measure.

3 Compilation and transformation of the Dictionary
into the Ontolex Model

The use of the ontology lexicon OntoLex-Lemon,® short for Ontolex (LEui-
con Model for ONtologies) (McCrae et al. 2017) is on the rise in terms of the
implementation of lexical resources as a collection of connected data avail-
able online. Determinants, whether they pertain to either one word term or
multi-word term from the football domain, alongside the results of extrac-
tion from the corpus srFudKo (frequencies and examples) were enriched with
information downloaded and processed from the dictionaries and glossaries,
that were then represented by using the OntoLex model.

Aside from the example, dictionary entries point out the word type, of
each individual entry and potentially their grammatical attributes. Addi-
tional information, such as the definition, meaning, conceptual relations re-
garding other entries within other resources such as knowledge bases, on-
tology or lexical bases helps users to better understand the term they are
searching for. The context of use through various examples extracted from
the corpus, alongside the frequencies are there to complete the terminological
image.

The first uses of Lemon, as well as the OntoLez-Lemon in Serbian,
are connected to the creation of the lexical base Leximirka® (Stankovié et
al. 2018) and the translation of the systems of Serbian electronic dictionar-
ies (Krstev 2008) into a relational base (Pyjesuli 2022).

8. https://www.w3.0org/2016/05/ontolex/ and  https://jogracia.github.io/

ontolex-lexicog/
9. https://leximirka.jerteh.rs/
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This paper features the OntoLez model for modeling the RDF!? (eng. Re-
source Description Framework), which means representing linguistic descrip-
tions of lexical units from the generated dictionary with the amplification of
the lexical layer in order to enable their connections and a machine-provided
understanding online. The OntoLex modules are introduced through the ex-
amples of implementation, beginning with the basic OntoLex module which
defines lexical units, word forms and lexical meanings. The vartrans'' mod-
ule contains two important classes: Translation and TranslationSet, where
the translation represents a liaison between two lexical meanings, connected
to the lexical units in various languages. The LexInfo'? type ontology, type
value and property value are used as a catalogue of data categories, such as:
grammatical gender, number, word type, etc.

Translation categories are represented by pairing with an external cat-
alogue OEG Translation Categories.'> Other frequently used dictionaries,
such as: Dublin Core, DCMI Metadata Terms,'* are used for metadata on
sources, authorship, version, or license data. For modeling, recommendations
are given in the following guidelines: Guidelines for Linguistic Linked Data
Generation: Bilingual Dictionaries (v2.0)'° (Rio Gracia et al. 2023) (Rio
Gracia et al. 2023), as well as: “Guidelines and best practices for LLOD.”

According to the aforementioned recommendations, a bilingual dictio-
nary is organized so that individual languages and separated RDF charts
are connected through an additional chart which contains connections of
translational equivalents. The generated dictionary is formed by four charts,
i.e. collections of data:

— Source lexicon, in this case of the Serbian language,
— Target lexicons, in this case Spanish,
— Compilation of equivalents, also known as TranslationSet.

The approach of using resources prepared in the previous phases, shown
on the left and bottom parts of the image, as well as models used for trans-
forming them into the RDF form, depicted on the right are illustrated in
Figure 1. The output is FudLe a bilingual dictionary: in Serbian and Span-
ish, containing entries enriched with various additional information.

10. https://www.w3.org/RDF/

11. /www.w3.org/2016 /05 /ontolex/#variation-translation-vartrans

12. /lexinfo.net/, https://github.com/ontolex/lexinfo

13. http://purl.org/net /translation-categories

14. http://purl.org/dc/elements/1.1/

15. https://www.w3.org/community /bpmlod /wiki/Guidelines _and best
practicesfor LLOD

>
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Figure 1. Graphic representation of language data integration from various re-
sources into the FudLe Dictionary.

The OntoLex-FrAC module (Chiarcos et al. 2020) was used to include
information on frequencies, examples in context and collocations extracted
from the srFudKo corpus into the FudLe dictionary. Automatically extracted
terms were then manually evaluated, tagged and marked, depending on
whether they belonged to the sporting domain or a specialized footballing
domain. They were then completed with inflective forms which were further
transformed into the OntoLex model. The terms were then connected to the
examples of use which were chosen by using the GDEX'® (Good Dictionary
Examples) algorithm (Kilgarriff et al. 2008).

The morphological dictionary of compound terms was made by using
the tool LeXimir (Stankovi¢ et al. 2011), and then transformed through
the application which follows OntoLex specifications and published exam-
ples (Chiarcos et al. 2022).

Grammatical information, morpho-syntactic properties of word types
were shown in concordance with LezInfo vocabulary. The following sections
show the use of the basic OntoLex Module, as well as the frequency module
OntoLex-FrAC, examples of use and other corpus-based information (Chiar-
cos et al. 2022).

16. https://www.sketchengine.eu/documentation /manual-for-gdex/
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3.1 The core of the FudLe

The corpus srFudKo was compiled in Latin script, which means that the
proveniente dictionary FudLe was also written by using Latin script. The
example of the term: football match was shown in previous paper (Lazarevié
et al. 2023) while this paper features the example of the term: yellow card
through the OntoLer model, which was amplified with additional informa-
tion on the meaning and the relations towards other resources and languages.

A yellow card is defined as a warning that a referee is giving a player
due to their unsportsmanlike conduct. By using the yellow card, the referee
is sanctioning a foul in cases where the severity of the conduct hasn’t yet
merited a red card and immediate expulsion, such as a fight or an intentional
foul meant to injure the opponent. This term also exists in the Serbian
Morphological Dictionary SrpMD of compound words (Krstev and Vitas
2009) in the form of DELAC script (Savary, Krstev, and Vitas 2007). The
source script is the following:

Zzuti(Zut.A8:admslg) karton(karton.Ni:mslq),
NC_AXN+DOM=Sport+Comp+Conc

The final transducer NC_ AXN generates inflective forms for electronic
morphological dictionaries of compound words, where NC marks a noun col-
location, and AXN shows a collocation in the form: Adjective-Noun, with
the adjective concurring with the noun’s grammatical number, gender, case,
and animacy. For the components of a compound the transducer provides in-
formation on their lemmas, in this case yellow and card, their corresponding
inflection transducers (A8 and N1) and values of the grammatical properties
of forms in which they occur (admslg u mslq). The grammatical properties
are as follows: a-positive grade, d-determined (long) form, m-male grammat-
ical gender, s-singular, 1-nominative case, g-the information on animacy is
not important, g-inanimate noun (objects). Most of the grammatical proper-
ties are easily mirrored into the ontology LezInfo, only the information that
the animacy is of no importance is not foreseen. Taking into account the
fact that the collocation yellow card can be found in various terminological
dictionaries, by using the OntoLex model, this lexicalized collocation can be
tagged with its particular meaning.

A part of the data base for the system LeXimirka, implemented within the
MS SQL Server (Stankovié¢ et al. 2018; Pyjesuh 2022), is shown in Figure 2
which illustrates tables: LezicalEntry and flective forms (marked as Forms),
as well as compound (marked as Components).
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One of the roles of the LeXimirka system is to generate flective forms and
their grammatical information for single and multi-word terms in the FudLe
Dictionary. Grammatical information is connected to the inflective forms
through Data Categories and their values (DatCatValues). The system is
equipped with metadata that refer back to the connected information be-
tween data categories in Serbian morphological dictionaries and the LexInfo
Dictionary. A single lexical unit may have various meanings, saved in the
table LexicalSense which compiles individual categories through the function
SenseProperties from the DataCategories catalogue.

""‘"‘_"“"Y :le_zxut_86508 a
& & ontolex:LexicalEntry, ontolex:Word;
:le_zxuti_karton_ 216263 lexinfo:partOfSpeech lexinfo:adjective;
a ontolex:LexicalEntry, ontolex:canonicalForm
ontolex:MultiwordExpression, [ontolex:writtenRep "Zut"@sr];
ontolex:canonicalForm
[ontolex:writtenRep
"Zuti karton"@sr]; B
lexinfo:partOfSpeech Form
lexinfo:noun; %
® ontolex:lexicalForm
g . :fm_zxutu_3022045,
LexicalSense = :em_zxut_10574 a decomp:Component; :fm_zxutome_ 3022044,
= ing decomp:correspondsTo :le_zxut_86508; :fm_zxutom_3022043,
s :fm_zxutoj_3022042,
morph:grammaticalMeaning :fm_zxutoga_3022041,
[lexinfo:degree lexinfo:positive; :fm_zxutog_3022040,
ontole onse lexinfo:gender lexinf ~uline; :fm_zxuto_3022039,
[ontolex:reference lexinfo:number lexin ngular; :fm_zxutima_3022038,
<https://www.wikidata.org/ lexinfo:case lexinfo:nominative]. )
wiki/Q1048067>];
; 8
| < Component P> “ FormGramCats.
8
SenseProperties
g
decomp:constituent :fm_zxutom_3022043
:em_zxut_10574, :cm_karton_10575; a ontolex:Form;
rdf: 1 :le_zxut_86508; ontolex:writtenRep
rdf:_2 :le_karton_8815; "Zutom"@sr.
t r | : fm_zxutom_kartonu_2262130
® 4 a ontolex:Form;
. = = =4 DatCatValues ontolex:writtenRep
| DataCategories "#utom kartonu"@sr.
. DatCatValueslng
DataCategoriestng

Figure 2. MS SQL Server Data Base diagram with the connected tables and the
example of data exported into OntoLex.

The script in Figure 2 depicts the collocation yellow card with the title of
the lexical unit le zzuti karton 216263. It consists of the prefix le, derived
from LezicalEntry, the term itself, in this case yellow card, and the primary
key 216263 in the LezicalEntry table within the entire Le Ximirka data base.

Regarding individual components, the prefix is chosen in a similar way
cm, as to mark entries coming from the Component table, with the prefix
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fm marking entries from the Form table. The specific letters are changed
based on the Aurora coding (Vitas 1979), created by professor Dusko Vitas
to provide equality in meaning ASCII coding, used for names TITLES whole
literals. This means that written forms are coded by using the coding scheme
UTF-8.

We can see that the lexical unit :le_zzuti karton 216263 belongs to
the class ontolex:LexicalEntry and that it is a compound component on-
tolex: MultiwordEzpression, which is firstly stated in its canonic form, as a
lemma, ontolex:canonicalForm. This is followed by the written form of the
lemma, with the added data that in this case is a noun. In terms of mean-
ing, two external resources are used. The first is Wikidata, as a knowledge
base, which contains the entry yellow card marked with a code Q1048067,
with the complete URL address as follows: https://www.wikidata.org/wiki
Q1048067. It contains translational equivalents in 38 languages, which means
that aside from lexicalization in Serbian, there is also a Spanish translation:
tarjeta amarilla.

:le_zxuti_karton_216263 a ontolex:LexicalEntry,
ontolex:MultiwordExpression, ontolex:canonicalForm
[ontolex:writtenRep "Zuti karton"@sr];
lexinfo:partOfSpeech lexinfo:noun;
ontolex:denotes <https://www.wikidata.org/wiki/Q1048067>.

decomp:constituent :cm_zxuti_10574, :cm_karton_10575;
rdf:_1 :le_zxut_86508;
rdf:_2 :le_karton_8815.

# komponente kanonskog oblika
:cm_zxuti_10574 a decomp:Component;
decomp:correspondsTo :le_zxut_86508;

morph:grammaticalMeaning
[lexinfo:degree lexinfo:positive;
lexinfo:gender lexinfo:masculine;
lexinfo:number lexinfo:singular;
lexinfo:case lexinfo:nominative].

The corresponding section in Spanish looks as follows:

:le_tarjeta_amarilla_10001 a ontolex:LexicalEntry,
ontolex:MultiwordExpression, ontolex:canonicalForm
[ontolex:writtenRep "tarjeta amarilla"Qes];
lexinfo:partOfSpeech lexinfo:noun;
ontolex:denotes <https://www.wikidata.org/wiki/Q1048067>;

decomp:constituent :cm_tarjeta_1, :cm_amarilla_2;

rdf:_1 :le_tarjeta_1;
rdf:_2 :le_amarillo_2.
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3.2 Defining meaning in the FudLe Dictionary

The class ontolex:LexicalSense defines the meaning of a lexical unit when
it is interpreted in relation to a pertaining ontological element. The lexical
meaning represents a reification of the lexical units being paired with an
ontological whole to which it relates. The link between a lexical unit and its
ontological entity over the object: ontolex:LexicalSense implies that a lexical
unit may be used for pairing a given ontological entity.

The idea of a more precise connecting of the lexicon FrameNet and the
OntoLexr model has already been shown (Robin, Kulkarni, and Buitelaar
2023). When defining lexical units, it has been shown that they can be
used for marking a determined ontological predicate by using the property
ontolex:denotes. This means that a lexical unit is marking an object class
or an ontological element. Also, it is possible to present an evocation of a
certain mental concept from the given lexical unit, which doesn’t pertain to
the class of formal interpretation in a given model.

The class Lexical Concept (ontolex:LexicalConcept) represents a men-
tal abstraction, concept or thought unit that can be lexicalized in a way
that the class ontolex:LexicalConcept represents a subclass of the element
skos:Concept. The definitions are added to the lexical concepts as a glossa
by using property skos:definition.

Researching the creation of the semantic football dictionary, while focus-
ing on the football domain corpus, Wu and Li (Wu and Li 2017) have used
Word2Vec (Mikolov et al. 2013) to train a vector model for words within the
corpus. Combining a statistical algorithm TF-IDF and word vectors, they
have processed concepts characteristic for the football domain.

For the football term list, they have calculated the distance from the
words within a vector model and separated three of the most proximal terms
with the highest cosines value as synonyms for the headword to build a
semantic dictionary. They have shown that preexisting semantic dictionaries
such as WordNet don’t correspond to the needs of certain domains, since the
semantic granularity of the words is lower.

It has been necessary to create a semantic dictionary that connects the
synonyms to a term, its subordinate and supraordinate terms and definitions
in various languages. This is how a semantic dictionary is being created which
implements semantic queries of articles from the football domain.

We have created our individual identifiers of concepts based on the gath-
ered resources. The UEFA dictionary terms and definitions was taken as
a model for defining the concepts. In the yellow card example we see that
cet_yellow card 1 starts with ct (abbreviation for Concept), followed by
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the term “yellow card” in English, ending in an identifier (for the sake of
unambiguity), using an underscore ¢ _” instead of a space.

:conceptLexicon a ontolex:ConceptSet .
:le_zxuti_karton_216263 ontolex:evokes :ct_yellow_card_1.
:le_tarjeta_amarilla_10001 ontolex:evokes :ct_yellow_card_1.

:ct_yellow_card_1 a ontolex:LexicalConcept ;

ontolex:LexicalisedSense :sn_zxuti_karton_216263, :sn_tarjeta_amarilla_10001;

ontolex:isConcept0f <https://www.wikidata.org/wiki/Q1048067> ;

skos:definition "Disciplinska sankcija koju sudija izrice tokom utakmice
protiv igraca zbog krsSenja Pravila igre, posebno zbog loSeg ponasSanja u
sportu ili odlaganja ponovnog poletka igre."@sr;

skos:definicién "Sancién disciplinaria impuesta durante un partido por el
arbitro a un jugador por infraccién de las Reglas de Juego, en particular
por mala conducta deportiva o por retrasar la reanudacién del juego."@Qes;

ontolex:isEvokedBy :le_zxuti_karton_216263, sn_tarjeta_amarilla_10001;
skos:inScheme :FudLe .

Considering that a glossa can be connected to ontolez: LexicalSense, which
then represents the specificities of use through the property ontolez:usage,
the interpretation of a lexical unit in relation to the meaning defined within a
given ontology is often adapted to the conditions of use or pragmatic implica-
tions. Especially due to the registry, connotations, or variations in meaning.
These facets can be specified through the use of properties which enables
gathering information on the conditions of use and pragmatic implications
under which the lexical entry is being referred to a lexical meaning.

The aforementioned conditions of use are not being introduced as a re-
placement for the formal meaning, but as a complement which better de-
scribes a lexical unit. In the case of the FudLe, definitions compiled from
various sources were extracted from the corpora or directly written in this
way.

:sn_zxuti_karton_216263 a ontolex:LexicalSense ;

ontolex:reference <http://www.kicktionary.de/LUs/Sanction/LU_1240.html>;

ontolex:isLexicalizedSenseOf :ct_yellow_card_1 ;

ontolex:isSense0f :le_zxuti_karton_216263 ;

ontolex:usage [ rdf:value "Zuti karton koji sudija vadi iz svog dZepa da bi pokazao
igra€u koji je uradio nesSto prilic¢no loSe, kao Sto je lo$ faul ili igranje rukom,
ali ne tako lo$ kao prekr$aj crvenog kartona kao $to je tula. Zuti karton &esto
ide zajedno sa drugom kaznom kao Sto je slobodan udarac. Dva Zuta kartona na jednom
melu znale crveni karton, a dva Zuta u odredenom periodu suspenziju."@sr ].

:sn_tarjeta_amarilla_10001 a ontolex:LexicalSense ;
ontolex:reference <http://www.kicktionary.de/LUs/Sanction/LU_1240.html> ;
ontolex:isLexicalizedSenseOf :ct_yellow_card_1 ;
ontolex:isSense0f :le_tarjeta_amarilla_10001 ;
ontolex:usage [ rdf:value "La tarjeta amarilla se muestra a un jugador por acciones
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como faltas fuertes o tocar el balén con la mano. Puede ir acompafiada de sanciones
como tiros libres. Dos tarjetas amarillas en un partido significan una roja, y dos
en un periodo llevan a suspensién."@es ].

3.3 The implementation of the frequencies and their examples
in the FudLe dictionary

The documentation for the OntoLer module and information on fre-
quencies, examples of use within a given context and other cor-
pora information known as “Frequency, Attestations and Corpus data”
(FrAC) are available at the following link: https://github.com/ontolex,
frequency-attestation-corpus-information (Chiarcos et al. 2022; Chiarcos
et al. 2020).

The FrAC module is directed towards the enrichment of dictionaries
and other linguistical resources which contain lexicographic data through a
model for the representation of statistic data extracted from the corpora:
information on frequency and appearance, collocations, markers from lexi-
cal resources into corpora and other text collections — the confirmation of
their use within the corpora, tagging of corpora and other sources of lexical
information, lemmatization according to the dictionary and distributional
semantics, meaning vectors of collocations, word, meaning and term embed-
ding, The module treats cases of use within lexicography based on corpus,
corporal linguistics, and the processing of natural language in combination
with basic and other OntoLer modules.

The auxiliary class :SrFudKo has been defined in order to provide us
with easier handling and shorter annotation. Indications of the frequen-
cies used for srFudKo are published on “noSketch” (Kilgarriff et al. 2014)
which is maintained by the Society for language resources and technologies
— JePTeX.17

An auxiliary class :SrFudKo lemma_ frek was introduced for the overall
frequency of all forms of a concrete term, with a reminder that a term can
contain one or various components. The motive for introducing the said class
was compacted coding, because it diminishes the number of code segment
repetitions. Frequency comparison with the Referent and General Corpus of
the Serbian Language CpuKop2021 (Krstev and Stankovié¢ 2023; Skori¢ and
Jankovi¢ 2024) was completed through the noting of frequencies within that
corpus by using the object :SrpKor2021.

# korpus fudbala - srpski

17. JePTeX
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:SrFudKo a owl:Class;
rdfs:subClassO0f [a owl:Restriction;
owl:onProperty frac:observedIn ;
owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=SrFudKo>]

:SrFudKo_lemma_freq rdfs:subClass0f
frac:Frequency, :SrFudKo, [a owl:Restriction;
owl:onProperty dct:description; owl:hasValue "lemma frequency"].

# opSti korpus savremenog srpskog jezika
:SrpKor2021 a owl:Class;
rdfs:subClassOf [a owl:Restriction;
owl:onProperty frac:observedIn ;
owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=SrpKor2021>]

:SrpKor2021_lemma_freq rdfs:subClassOf
frac:Frequency, :SrpKor2021, [a owl:Restriction;
owl:onProperty dct:description; owl:hasValue "lemma frequency"].

# korpus fudbala - Spanski
:EsFudKo a owl:Class;
rdfs:subClassOf [a owl:Restriction;
owl:onProperty frac:observedIn ;
owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=EsFudKo>]

:EsFudKo_lemma_freq rdfs:subClassO0f
frac:Frequency, :EsFudKo, [a owl:Restriction;
owl:onProperty dct:description; owl:hasValue "lemma frequency"].

Shown below is an illustration of the lemmas in the Corpus of Football
and the General Corpus of the Serbian Language. One of the factors for
determining the terms, also known as Termhood is the notion of Keyness,
which is calculated based on the frequencies in these two corpora. There are
two ways of representing frequencies:

# frekvencije na nivou leme (prvi nadin)

:le_zxut_86508 frac:frequency
[a :SrFudKo_token_freq; rdf:value "2313" ]

:le_zxut_86508 frac:frequency
[a :SrpKor2021_token_freq; rdf:value "23377" ]

# frekvencije na nivou leme (drugi nalin)

:le_zxut_86508 frac:frequency
:freq_SrFudKo_le_zxut_86508,
:freq_SrpKor2021_le_zxut_86508.

:freq_SrFudKo_le_zxut_86508
a :SrFudKo_token_freq; rdf:value "2313".

:freq_SrpKor2021_le_zxut_86508
a :SrpKor2021_token_freq;
rdf:value "23377".

# frekvencije na nivou leme za viSeclanu red
:le_zxuti_karton_216263 frac:frequency
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:freq_SrFudKo_le_zxuti_karton_216263,
:freq_SrpKor2021_le_zxuti_karton_216263.

For the Spanish language, we use the example of frequencies on the es-
FudKo corpus. For the CQL (Corpus Query Language) the query [lemma
= "amarillo"], we get a total of 1517 repetitions, out of which the following
frequencies are shown in individual forms: amarilla (839), amarillas (244),
amarillo (221), amarillos (85), Amarillas (55), Amarilla (41), AMARILLAS
(21), Amarillo (10) u AMARILLA (1). Within the FudLe dictionary, frequen-
cies are shown comprised, regardless of caps, which means that amarillas
contains 244+-55+21=320.

# frekvencije na nivou leme (prvi naZin) Spanski
:le_amarillo_2 frac:frequency
[a :EsFudKo_token_freq; rdf:value "1517" ] .

# frekvencije na nivou leme (drugi nalin)
:le_amarillo_2 frac:frequency :freq_ESFudKo_le_amarillo_2.

:freq_ErFudKo_le_amarillo_2
a :EsFudKo_token_freq;
rdf:value "1517".

Absolute frequencies are reached using CQL expressions, while relative
frequencies are calculated by a million words — dividing the entire number
of words in the corpus, multiplied by a million. In terms of frequencies of
complex elements in Serbian and Spanish, one of the possible solutions is
shown as follows (Lazarevi¢ et al. 2023):

SrFudKo_mwe_freq rdfs:subClass0f frac:Frequency, :SrFudKo,

[owl:Restriction;

owl:onProperty dct:description;
owl:hasValue "mwe frequency"l.

:EsFudKo_mwe_freq rdfs:subClassO0f
frac:Frequency, :EsFudKo,
[owl:Restriction;
owl:onProperty dct:description;
owl:hasValue "mwe frequency"].

The example that follows will show the frequencies of the lemma: “yellow
card” (Sr. zuti karton) and the same meaning in Serbian. Using the example
of textitsrFudKo, a clarification is given, as well as the queries used to reach
their frequencies.

Lemma frequencies are reached through the query
“[lemma="7ut"][lemma="karton"]”, which yields also the inflected forms:
“zuti kartoni” (124), “Zuta kartona” (95), “Zutih kartona”, “Zutog kartona”
(84), “zute kartone” (62), “Zutim kartonom” (51), “Zuti kartoni” (15)...
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# mwe frekvencija lema

:le_zxuti_karton_216263
frac:frequency [a :SrFudKo_mwe_freq; rdf:value "1996"];
frac:frequency [a :SrpKor2021_mwe_freq; rdf:value "3192"];
frac:head :le_karton_8815

The Spanish Language example is given through the CQL query of the
lemma “Tarjeta”, meaning “Card”™ [lemma = "tarjeta"][lemma = "amarillo"|,
offering 312 hits: “tarjeta amarilla” (214), “tarjetas amarillas” (75), “Tarjetas
amarillas” (12), “Tarjeta amarilla” (10), “tarjeta amarillas” (1). When giving
frequencies, we count the insensitivity to upper and lowercase.

# mwe lemma frequency za primer na Spanskom

:fm_tarjeta_amarilla_10001
frac:frequency [a :EsFudKo_mwe_freq; rdf:value "224"];
frac:head :le_tarjeta_1

:le_tarjetas_amarillas_10001
frac:frequency [a :EsFudKo_mwe_freq; rdf:value "87"];
frac:head :le_tarjeta_1

:le_tarjeta_amarillas_10001
frac:frequency [a :EsFudKo_mwe_freq; rdf:value "1"];
frac:head :le_tarjeta_1

It is possible to introduce an individual object for frequencies, used to
then connect the data:

# frekvencije za Spanski
:le_tarjeta_amarilla_10001 frac:frequency :freq_le_tarjeta_amarilla_10001.

4 Translational equivalents in the FudLe dictionary

As previously mentioned, the Dictionary of Football Terminology FudLe
comprises of various components, among which we show the source, Serbian
section of the Lexicon, the key section in Spanish as well as the Translation
Set.

This typology fits more naturally into the base scheme of OntoLex and
the Vartans model. As a result, two separate lexicons in Serbian and Spanish
language are published as connected data sets, alongside the translation set
which connects them. The publication of the dictionary for other languages
is also possible according to the same scheme.
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"igrac" @sr

lexinfo:noun
ontolex:writtenRep

lexinfo:partOfSpeech o -
2 2XIC: 2nse
ontolex:Form ontolex:Lexicaloense

lime:Lexicon
lexiconSR ontolex:lexicalForm
ontolex:isSenseOf vartrans:source

lime:entry ontolex:LexicalEntry
vartrans @1__ vartrans: TranslationSet
— - translationSetSR-ES

lime:entry
|—>| ontolex LexmalEntryi(— vartrans:trans
ontolex:isSenseOf

lime:Lexicon vartrans:target
lexiconES ontolex:lexicalForm
—i ontolex:LexicalSense

lexinfo:partOfSpeech
17 ontolex:Form
ontolex:writtenRep

lexinfo:noun
"jugador" @es

Figure 3. Translation modeling using OntoLex and vartrans.

Figure 3 illustrates the presentation scheme used for the translation of
the lexical unit “Player” from Serbian into Spanish: “Jugador” within the
context of the basic space of OntoLex and Vartans.

The lexical unit (ontolex:Lexical Entry) as well as its attributed properties
are used to add lexical information, while vartrans: Translation class connects
them via lexical meaning ontolex:LexicalSense. For example, the property
of written form (ontolex:writtenRep) connects the subject (ontolex:Form)
“Player” in Serbian or “Jugador” in Spanish.

There are simpler possibilities in connecting lexical units without defin-
ing their circumstantial meaning. In those cases, we use the predicate
vartrans:translatableAs. However, translational equivalents are established
between specific meanings of lexical units and the use of the class var-
trans: Translation as a conduit between their two meanings.

The following URI identifier was chosen for publishing the dictionary:
http://domain/type/concept /reference, with type declaring the type of iden-
tified resource. For example: ‘id’ or ‘item’ for palpable objects, or ‘doc’
for the documents describing them; ‘def’ is used for concepts, while ‘set’
is used for data sets or elements specific for the context such as: ‘authority’
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or ‘decterms’ (Archer, Goedertier, and Loutas 2012). A similar approach was
used for publishing the Serbian-German dictionary SrpNemLex (Andonovski
2023).

In the case of FudLe, three data sets were projected:

— The Source data set in Serbian:
https://llod.jerteh.rs/id /fudle/lexiconSR

— Key Language data set in Spanish:
https://llod.jerteh.rs/id /fudle/lexiconES

— Translational equivalent data set (Spanish-Serbian):
https://llod.jerteh.rs/id/fudle/tranSetSR-ES

The example that follows will show the units "igra¢"@sr and "ju-
gador"@es with object names adjusted towards easier understanding of the
created connections between translational equivalents on the level of word
meaning.

# :lexiconSR a lime:Lexicon .

:lexiconSR lime:entry :lexiconSR/igracy-n-sr .

:lexiconSR/igracy-n-sr a ontolex:LexicalEntry ;
ontolex:lexicalForm :lexiconSR/igracy-n-sr-form ;
lexinfo:partOfSpeech lexinfo:noun .

:lexiconSR/igracy-n-sr-form a ontolex:Form ;
ontolex:writtenRep "igral"@sr .

:lexiconES a lime:Lexicon

:lexiconES lime:entry :lexiconES/jugador-n-es .

:lexiconES/jugador-n-es a ontolex:LexicalEntry ;
ontolex:lexicalForm :lexiconES/jugador-n-es-form ;
lexinfo:partOfSpeech lexinfo:noun .

:lexiconES/jugador-n-es-form a ontolex:Form ;
ontolex:writtenRep "jugador"@es .

:tranSetSR-ES a vartrans:TranslationSet H

:tranSetSR-ES vartrans:trans
:tranSetSR-ES/igracy_jugador-n-sr-sense-jugador_igracy-n-es-sense-trans.
:tranSetSR-ES/igracy_jugador-n-sr-sense a ontolex:LexicalSense ;
ontolex:isSense0f :lexiconSR/igracy-n-sr .
:tranSetSR-ES/jugador_igracy-n-es-sense a ontolex:LexicalSense ;
ontolex:isSense0f :lexiconES/jugador-n-es .
:tranSetSR-ES/igracy_jugador-n-sr-sense-jugador_igracy-n-es-sense-trans
a vartrans:Translation ;
vartrans:source :tranSetSR-ES/igracy_jugador-n-sr-sense ;
vartrans:target :tranSetSR-ES/jugador_igracy-n-es-sense .
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The module FrAC enables illustrating collocations and embed-
dings (Chiarcos et al. 2022; Chiarcos et al. 2020), and various vector repre-
sentations.

5 Conclusion

The development of dictionaries through the methodology of connected data
has shown significant advantages in comparison to the traditional approach.
Process automatization, use of corpora and integration of various digital
resources has allowed a faster compilation of dictionaries. Digital dictionaries
offer various advantages, such as: high-speed search, constant updates and
user-friendly adaptivity, making them still irreplaceable. The application of
techniques provided by computational linguistics and semantical networks
has provided the possibility of creating a dictionary which can be used by
humans, as well as machines. We expect this approach to be implemented
towards creating dictionaries in other fields, which only further enriches the
area of lexicography and language technology.
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established acceptability criteria.
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1 Introduction

Sentiment Analysis is the process of computationally determining the emo-
tional tone behind the text to understand the attitudes, opinions, and emo-
tions expressed by it. One of the two main methods for Sentiment Analysis
is based on sentiment lexicons. Sentiment lexicons are specialized dictionar-
ies that associate words and phrases with sentiment values, facilitating the
automated analysis of emotions in text (Liu 2010).

One problem noted with sentiment lexicons is that some words can have
multiple meanings, and different senses of the word can convey different sen-
timents. The solution to this problem is to assign sentiment value by sense
rather than by word. A prominent example of such a lexicon is SentiWord-
Net (SWN), which extends the Princeton WordNet (PWN) dictionary by
assigning sentiment scores to each synset (a set of cognitive synonyms) to
reflect the collective emotional tone of literals comprising synsets. This pro-
cess involves selecting a small number of synsets with high polarity values
and then expanding this set by adding synsets through a semi-automated
method that identifies relationships within WordNet that either preserve or
reverse polarity. The resulting expanded set is then used to train classifiers
based on the definitions of these synsets (Baccianella, Esuli, and Sebastiani
2010).

Wordnets for many languages are mutually interconnected through the
Inter-Lingual Index (ILI) — a synset in a wordnet of a particular language is
assigned a value from ILI representing an abstract concept, which is assigned
to synsets in other languages that lexicalize the same concept. Both Eu-
roWordNet (Vossen 2004) and BalkaNet (Tufis, Cristea, and Stamou 2004)
connect to PWN in this way, and thus to SWN. EuroWordNet includes word-
nets for eight languages, while BalkanNet adds five more (Bulgarian, Greek,
Romanian, Serbian, and Turkish) (Krstev et al. 2004; Krstev, Koeva, and
Vitas 2006; Stankovi¢ et al. 2018). It is trivial to map SWN to any wordnet
that has ILI, which is the case for all wordnets belonging to the Open Mul-
tilingual Wordnet (OMW) project (Bond and Paik 2012), which currently
spans 200 languages.

Research has demonstrated that the sentiment values from the SWN
are applicable to non-English languages (Denecke 2008). Serbian WordNet
(SrpWN) contains sentiment values obtained from SWN by direct mapping
of synsets using ILI (Mladenovi¢, Mitrovié, and Krstev 2014). It has already
been used in the creation of a hybrid framework for sentiment analysis in
Serbian (Mladenovié et al. 2015).
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Our hypothesis is that the lexicon can be improved by replacing
mapped sentiment values with values that better represent the Serbian lan-
guage. Similar improvements have been made for Turkish (Dehkharghani
et al. 2016), Arabic (Alhazmi and Black 2013), Vietnamese (Vu and Park
2014), Odia (Mohanty, Kannan, and Mamidi 2017), Indonesian (Wijayanti
and Arisal 2021), and Hindi (Bakliwal, Arora, and Varma 2012). However, an
evaluation dataset, a subset of synsets from SrpWN already annotated with
sentiment polarity, is needed to evaluate these improvements for Serbian.

For SWN, an evaluation dataset exists: Micro-WNO(Cerini et al. 2007)
is a manually labeled subset of synsets from PWN, available online.’ Cre-
ating a comparable evaluation dataset for the Serbian language manually
would necessitate a significant effort, involving either a small number of ex-
pert annotators or a larger group of less skilled annotators. Having in mind
that such experts are not at our disposal, an alternative approach becomes
imperative.

Synthetic evaluation datasets are artificially created collections of data
designed to test and validate computational models, particularly in domains
where real-world data may be scarce, biased, or too sensitive to use. These
datasets are generated through algorithms or simulations that aim to mimic
the statistical properties of real data, allowing researchers to conduct robust
evaluations under controlled conditions (Lu et al. 2024).

The emergence of LARGE LANGUAGE MODELS (LLMSs) has enabled the
creation of much better synthetic datasets. It has been shown that for pur-
poses of nature language processing (NLP) tasks, including sentiment anal-
ysis, LLMs can successfully annotate with only a few examples (Amatriain
2024; Brown et al. 2020).

In a ZERO-SHOT LEARNING scenario model is making predictions or anno-
tations without having seen any explicit examples of the task during training.
This capability is particularly useful for sentiment analysis in languages or
contexts where annotated data are scarce, as it allows the LLM to apply
its pre-existing knowledge to new, unseen tasks (Amatriain 2024; Brown et
al. 2020).

FEW-SHOT LEARNING, on the other hand, provides the model with a
small number of examples from which it can learn to perform a task. This
approach is especially advantageous for refining the model’s understanding
and increasing its accuracy in specific applications, such as distinguishing
nuanced sentiment expressions (Brown et al. 2020).

1. https://github.com /aesuli/Sentiwordnet /blob /master /data/Micro-WNop-
WN3.txt
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The utilization of PROMPTS AND RESPONSES with LLMs enables these
learning paradigms to be applied effectively. By crafting prompts that guide
the model towards the desired output, researchers can leverage the LLM’s
capabilities for sentiment analysis. This involves providing a prompt that
clearly states the task, such as identifying the sentiment of a given text,
and then allowing the model to generate a response based on its training
and the context provided by the prompt. Such an approach helped harness
the power of LLMs for detailed sentiment analysis, offering a flexible and
efficient method for analyzing sentiment across diverse datasets (Amatriain
2024).

This raises the question of whether LLMs could be employed not just to
create an evaluation dataset, but to annotate the entire StpWN with senti-
ment polarity values. The decision to focus on creating a small evaluation
dataset stems from the prohibitive computational expense associated with
annotating the entire network.

The proposed solution entails the creation of a synthetic dataset com-
prising synsets annotated by an LLM. The primary motivation behind this
approach is to enable modification of the existing sentiment values in StpWN
obtained by mapping from SWN, particularly targeting synsets containing
words that would be identified as having a specific polarity in a sentiment
lexicon derived from a Serbian corpus but were mapped as purely objective
in sentiment.

To achieve a balanced sample suitable for effective evaluation, especially
in the later application of machine learning models for sentiment classifica-
tion, a set of 500 synsets was randomly selected and processed using the
Mistral model. This initial processing aimed to categorize the synsets into
positive, negative, and objective sentiment groups. Subsequently, an equal
number of synsets from each sentiment category were chosen for finer gra-
dation.

The results underwent a manual annotation process, where each synset,
along with the values returned by the LLM, was assessed and assigned a
simple ‘pass’ or ‘fail’ grade based on their alignment with the expected sen-
timent annotations.

Originally, the methodology was designed to incorporate a few-shot learn-
ing approach for fine sentiment gradation, utilizing examples from synsets
not selected for the primary dataset—specifically, those synsets that exhib-
ited self-evident sentiment alignment across both Serbian and English SWN.
However, the preliminary results obtained through the zero-shot approach
were found to be sufficiently satisfactory, rendering the few-shot component
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unnecessary. Consequently, the study proceeded exclusively with the zero-
shot learning paradigm, where the Mistral model was applied without prior
examples specific to the task of sentiment analysis.

Manual annotation of the outputs confirmed the validity of this stream-
lined approach. The zero-shot methodology demonstrated a remarkable suc-
cess rate of over ninety percent, affirmatively showing that even without
the inclusion of few-shot learning and the additional context it provides,
the LLM could effectively discern and classify sentiment within the selected
Serbian synsets.

The main LLM used in this research is Mistral 7B — Instruct?, a fine-
tuned variant of the 7-billion-parameter Mistral 7B model designed for su-
perior performance and efficiency. Mistral 7B outperforms the Liama 2 13B
model on various benchmarks and even surpasses Llama 1 34B in reasoning,
mathematics, and code generation (Jiang et al. 2023). The Mistral 7B —
Instruct model used in this research also outperforms the Llama 2 13B —
Chat model on both human and automated benchmarks (Jiang et al. 2023).
Released under the Apache 2.0 license, the model offers a flexible tool for
researchers, with the ability to run locally without cost (Jiang et al. 2023).

This paper is organized into several key sections to comprehensively dis-
cuss the research and findings. In Section 2, the methodology is discussed in
detail, including the selection of synset definitions for processing, the specific
prompts used, and the application of these prompts. Additionally, there is a
brief mention of attempts to use other Large Language Models (LLMs) for
comparison. Section 3 presents the results, describing the accuracy of the
model with examples of synsets evaluated as both correct and incorrect, as
well as outputs that were not in the proper format. Finally, Section 4 con-
cludes the paper with a summary of the findings and a discussion of potential
future work that could extend this research.

2 Methodology

The senti-pol-sr is a polarity lexicon for the Serbian language, annotated
at the literal level rather than at the sense level (Stankovi¢ et al. 2022). It
includes literals that exhibit clear polarity, categorized as either positive or
negative, and do not contain words considered to be objective.

In our research, the lexicon was employed to select a sample suitable for
annotation by LLM. This was achieved by identifying all synsets from the

2. https:/ /huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
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SrpWN containing literals (words) present in the senti-pol-sr lexicon but
having a neutral sentiment value (0,0) as mapped from SWN.

Four primary reasons were detected that produced discrepancies be-
tween the sentiment values in Serbian expressed in the senti-pol-sr lexicon
and those derived from SWN. Firstly, while a word may convey a polariz-
ing sentiment, the actual sense it is used in may not. For example, synset
ENG30-06828389-n (def. “a star-shaped character * used in printing”) which in
SrpWN contains the word “zvezda” (Eng. “star”) in other synsets represents
different meanings that can have positive connotations. Secondly, the sen-
timent values in SWN, generated through machine learning methods, may
be incorrect. For example, synset ENG30-02585489-v (def. “cause to suffer®)
which is obviously very negative was assigned a neutral sentiment value.
Thirdly, some synsets from SrpWN do not have corresponding synsets in
PWN;, such as BILI-00000941 (referring to the specific kind of mourning)
and were assigned polarity (0,0) by default.

The last and most interesting is the possibility that while a sense is
considered objective in English while it carries a sentiment in Serbian. No
such synsets have been found yet.

The initial analysis identified 2,956 from 25,320 synsets within the Sr-
pWN (Mladenovi¢, Stankovié¢, and Krstev 2017) that contained literals an-
notated with clear polarity in the senti-pol-sr lexicon while having polarity
value (0,0) in the SrpWN; 1,511 of them exhibited positive sentiment and
1,445 negative. Given the substantial volume, processing all these synsets
with LLM was deemed impractical. Consequently, a random sample of 500
synsets was selected for further research.

For the sake of creating a balanced set of samples, definitions or glosses of
synsets from this random sample were processed using the LangChain Python
library, a powerful tool for creating, experimenting with, and analysing lan-
guage models and agents (Chase 2022). The LangChain Python library acts
as an interface for multiple large language model modules. This project uses
wrappers designed for the Hugging Face Hub and the Transformer libraries.
The chain used in this research was simple, containing just one prompt tem-
plate with one input variable — the definition of the synset, and the Mistral
7B — Instruct model downloaded from Hugging Face Hub. The model was
executed on the local machine. The LangChain language chain allows prompt
templates with variables, which are marked by curly brackets, to be invoked
with values of those variables, sent to the LLM module, which is returning
the response.

58 Infotheca Vol. 24, No. 1, February 2025



Scientific paper

Using the appropriate prompt as shown in Figure 1, the sample was
divided into those marked as positive, negative, objective, and those not
properly marked. There were 290 objective, 102 negative, 33 positive, and
75 erroneously marked synsets. To harness the full capabilities of the LLM
for sentiment analysis, the prompt was meticulously designed to encapsu-
late three essential elements: role-playing, clear instructions, and expected
outcomes.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite njegov
sentiment.

Sentiment treba da bude striktno klasifikovan
kao "pozitivan", "negativan", ili "objektivan".
Nijedan drugi odgovor nece biti prihvacen.

Tekst: {text}

Sentiment:
00

Figure 1. Prompt template for determining polarity.>

1. Role Playing — Instructing LLM as an Expert: The prompt initiates
with a role-playing scenario, instructing the LLM to assume the role of
an expert in sentiment analysis (Figure 1). This approach was adopted
to prime the model’s response generation towards a more analytical and
focused examination of the text, drawing on its extensive pre-trained
knowledge and understanding of sentiment analysis nuances.

2. Clear Instructions: The essence of effective communication with an LLM
lies in the clarity of instructions. The prompt explicitly details the task at
hand, guiding the LLM to identify and analyze the sentiment expressed

3. Translation to English of the prompt for determining polarity:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine its sentiment.
The sentiment should be strictly classified as ‘positive’, ‘negative’, or ‘objective’.
No other answers will be accepted.
Text: {text}
Sentiment: ”
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in a given piece of a text (synset definition). This clarity ensures that the
model’s analytical capabilities are directed towards accurately assessing
sentiment, minimizing ambiguity in its responses.

3. Expected Outcomes: To further refine the model’s output, the prompt
delineates the expected outcomes of the analysis. It specifies the desired
format of the response, whether it be a sentiment classification (positive,
negative, neutral) or a more nuanced sentiment rating.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite da li ima
pozitivan sentiment.

Sentiment treba da bude striktno klasifikovan

"non "o

kao "nije pozitivan", "slabo pozitivan", "umereno
pozitivan", "veoma pozitivan", ili "ekstremno
pozitivan". Nijedan drugi odgovor nece biti
prihvacen.

Nijedan drugi odgovor nece biti prihvacen.
.0 ackst: {text}

Pozitivan sentiment:

Figure 2. Prompt template for fine-grained classification of positive sentiment.*

The prompt used for classification was refined through experimental test-
ing on a smaller subset of synset definitions. Comparative analysis of prompt
instruction texts in English and Serbian revealed that the Serbian language
prompt instruction yielded more accurate results. To ensure comprehensive

4. Translation to English of the prompt for fine-grained classification of positive
sentiment:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine if it has a positive sentiment.
The sentiment should be strictly classified as "not positive", "slightly positive",
"moderately positive", "very positive", or "extremely positive". No other answers
will be accepted.
No other answers will be accepted.
Text: {text}
Positive sentiment: ”
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coverage of potential responses, the number of tokens in the output was set
to five.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite da li ima
negativan sentiment.

Sentiment treba da bude striktno klasifikovan

"o

kao "nije negativan", "slabo negativan

"non
’

umereno

negativan", "veoma negativan”, ili "ekstremno
negativan". Nijedan drugi odgovor nece biti
prihvacen.

Nijedan drugi odgovor nece biti prihvacen.
Tekst: {text}
Negativan sentiment:

Figure 3. Prompt template for fine-grained classification of negative sentiment®

Further analysis revealed that duplicates exist within the set, due
to some synsets containing multiple literals from senti-pol-sr, such as
ENG30-01375831-a ‘celebrated, famed, far-famed, famous, illustrious, notable,
noted, renowned: widely known and esteemed’ (‘slavan, poznat, Cuven,
znafajan, renomiran, priznat, proslavljen: opste prihvacen i uvazen’). No-
tably, all but two literals (‘renomiran’, ‘priznat’) from this synset appear in
the lexicon. After removing duplicates, there were 279 objective, 97 nega-
tive, and 27 positive synsets. At this point, there was no reason to count

5. Translation to English of the prompt for fine-grained classification of negative
sentiment:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine if it has a negative sentiment.
The sentiment should be strictly classified as "not negative", "slightly negative",
"moderately negative", "very negative", or "extremely negative". No other answers
will be accepted.
No other answers will be accepted.
Text: {text}

Negative sentiment: ”
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improperly marked synsets since removing duplicates from them serves no
practical purpose.

To facilitate more detailed sentiment analysis, a random subset compris-
ing 25 synsets from each sentiment category was selected, forming what is
referred to as the “balanced sample.”

The balanced sample was processed through two prompt templates for
greater sensitivity, one for positive and one for negative sentiment (Figures
2 and 3). These prompt templates were designed experimentally, through
iterative testing of various options and making incremental adjustments to
the text, using small sets of synset definitions from SrpWN. For example,
repeating the sentence “No other answers will be accepted” (“Nijedan drugi
odgovor neée biti prihvacen”) twice significantly reduced the number of out-
of-bounds responses.

A singular prompt for determining both values was not chosen to main-
tain consistency with the structure of SWN, where a synset can have both
positive (POS) and negative (NEG) values above zero, as long as their sum
is less than or equal to one.

During this phase, other LMM models were tested on a small sample
~ GPT2-ORAO (Skori¢ 2024), Llama-2-7b (Touvron et al. 2023), alpaca-
serbian-7b-base and WizardLM-1.0-Uncensored-Llama2-13b. The idea was
to compare differing results, simulating annotation by multiple annotators.
However, the results led to their exclusion from further work due to too many
improperly marked synsets and a lack of finer grading. To accommodate the
anticipated length of the output strings, the number of output tokens was
increased to nine.

For each definition in the balanced set, two values were assigned in that
way. The response options were:

— For the positive sentiment:

e “nije pozitivan” (not positive)

e “slabo pozitivan” (slightly positive)

e “umereno pozitivan” (moderately positive)

e “veoma porzitivan” (very positive)

e “ekstremno pozitivan” (extremely positive)
— For the negative sentiment:

e “nije negativan” (not negative)
“slabo negativan” (slightly negative)
“umereno negativan” (moderately negative)
“veoma negativan” (very negative)
“ekstremno negativan” (extremely negative)
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The resulting dataset is stored in the form of a comma-separated values
(CSV) file.% Columns in that file are as follows:

ILI: Inter-Lingual Index, which connects the synset to its equivalents in
other languages’ wordnets.

Definition: The gloss of the synset, providing its meaning or explanation.

Lemma names: The lemmas (base forms) of the words contained within
the synset.

Sentiment SWN: The sentiment value mapped from SWN, indicating
the original sentiment score in the English version.

Sentiment lexicon: The sentiment value derived from a sentiment lexicon
senti-pol-sr created for the Serbian language, reflecting local sentiment
nuances.

Sentiment sa: The initial classification by the LLM, categorizing the sen-
timent as positive, negative, or neutral.

Sentiment sa positive: Fine-grained sentiment classification for posi-
tive sentiment, indicating the degree of positivity ranging from “not pos-
itive” to “extremely positive.”

Sentiment sa negative: Fine-grained sentiment classification for neg-
ative sentiment, indicating the degree of negativity ranging from “not
negative” to “extremely negative®.

Given the small sample size of 75, the author could conduct a manual
evaluation on the entire dataset. This process was made more efficient by
using the Data Wrangler” extension in Visual Studio Code, which is a data
visualization and cleaning utility that meshes well with VS Code and VS
Code Jupyter Notebooks. It offers an interactive interface for data review
and analysis, delivers informative statistics and visual presentations, and
can streamline data cleaning by automatically producing Pandas script for
data modification. The tool was employed for a meticulous examination com-
paring synset definitions with their respective detailed sentiment feedback.

3 Results
The output summary generated by the LLM using the fine-grained prompt
templates is presented in Tables 1 and 2.

6. https://github.com/sasa5linkar /SWN-synth-eval-
set /blob/main/balanced _sample2.csv
7. microsoft/vscode-data-wrangler (github.com)
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Row Labels Count of sentiment sa negative
ekstremno negativan 1
Nije negativan 60
Umereno negativan 1
umjereno negativan

veoma negativan 11
Grand Total 75

Table 1. Negative sentiment.

Row Labels Count of sentiment sa positive
Nije (Ova iz) 1
Nije pozitivan 39
Nijedan (O) 6
Nijedan Tekst 1
Ut¢imo se drzati 1
Umereno pozitivan 3
Umereno pozitivan The 2
Umjereno pozitivan 6
veoma pozitivan 12
Veoma pozitivan (O) 1
Veoma pozitivan (R) 2
Veoma pozitivan Ov 1
Grand Total 75

Table 2. Positive sentiment.

As shown in Tables 1 and 2, the output of the LLM was not constrained
to values offered in the prompt template, yet it remained within easily cor-
rectable limits. The output generated from the negative template prompt
closely matched the suggested output, with only minor variations (different
pronunciation). In contrast, the output from the positive template prompt
included one nonsensical response, “U¢imo se drzati,” (Engl. We learn to hold
on,) and some responses that could be loosely interpreted as not positive.
The subsequent manual examination, performed by one person, classified all
of these responses as non-positive. Additionally, minor typos, such as extra
letters, incorrect articles, or casing errors, were disregarded during manual
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examinations. The manual examination revealed that the output did not
classify any synset either as slightly positive or as slightly negative.

For content, there were two synsets clearly incorrectly marked, and three
that were questionable.

Cleary incorrect are:

— BILI-00000941, synset with the definition in Serbian “Glasno izrazavati
zalost, zapevati, tuziti.” referring to the specific kind of mourning, char-
acteristic of Serbia (and Balkans), involving loud wailing and sombre
singing. It was marked as purely objective (neither positive nor negative),
white it obviously conveys a negative sentiment, moreover, a strongly
negative. It does not have a corresponding English synset

— ENG30-04525038-n ‘velvet: a silky densely piled fabric with a plain back’
(‘barSun, somot, plis, kadifa: Svilenkasta, gusta, Gupava tkanina, ravna
sa poledina.’), which was marked as mildly positive. As a type of textile,
it should be objective.

Synsets that are considered questionable are:

— ENG30-01215137-v ‘collar, nail, apprehend, arrest, pick up, nab, cop: take
into custody’ (‘uhapsiti, zatvoriti, skembati: Staviti u pritvor, kao osum-
nji¢ene kriminalce; o policiji.”) was marked as mildly negative while the
evaluator considered it as strongly negative.

— ENG30-00309647-n ’expedition: a journey organized for a particular pur-
pose’ (‘ekspedicija: Putovanje organizovano sa specijalnim ciljem.’) was
marked as very positive while the evaluator considered it neutral.

— ENG30-03135152-n ’Cross: a representation of the structure on which Je-
sus was crucified; used as an emblem of Christianity or in heraldry’
(’krst: krst kao znamenje hriséanstva’) was marked very positive while
the evaluator considered it neutral.

From the majority of synsets accurately labelled throughout our senti-
ment analysis process to we present here a selection of illustrative examples.
These examples should also demonstrate the criteria used in evaluation when
considering what is the correct labelling in the classifications to positive, neg-
ative, and neutral sentiments. Some examples are:

— ENG30-01220336-n: Synset associated with actions like ‘kleveta’ (defama-
tion), ‘klevetanje’ (slander), and ‘omalovazavanje’ (disparagement), de-
scribed as “ostar napad na &iju licnost ili dobro ime” (a harsh attack on
someone’s personality or good name). This synset’s sentiment was graded
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as “Nije pozitivan” (Not positive), reflecting the absence of positive senti-
ment, and more precisely, “Ekstremno negativan” (Extremely negative),
accurately capturing the negative connotations of the described actions.

— ENG30-06828389-n: This synset refers to “karakter nalik na zvezdu (*) koji
se koristi u Stampanim tekstovima” (a character resembling a star (*)
used in printed texts), with lemmas including ‘asterisk’, ‘zvezdica’ (little
star), and ‘zvezda’ (star). The sentiment for this synset was correctly
classified as “Nije pozitivan” (Not positive) and “Nije negativan” (Not
negative), indicating its objective nature without inherent positive or
negative sentiment.

— ENG30-10407310-n: Pertains to “onaj koji voli i brani svoju zemlju“ (one
who loves and defends her/his country), with lemmas including ‘do-
moljub’, ‘patriota’, and ‘rodoljub’ (patriot). This synset’s sentiment was
finely graded as “Veoma pozitivan” (Very positive) and “Nije negativan”
(Not negative), effectively capturing the positive connotations associated
with patriotism.

4 Conclusion

The analysis of the output generated by the LLM, specifically the Mistral
model, indicates that 70 out of 75 responses met the acceptability criteria de-
fined for this study. This outcome, representing a substantial majority of the
dataset, underscores the Mistral model’s reliability and efficacy in perform-
ing sentiment classification for the Serbian language. With an approximate
success rate of 93.3%, it can be confidently concluded that the dataset is
both workable and of sufficient quality for the intended task of evaluating
proposed corrections of sentiment polarity scores within the SrpWN.

The failure of other models tested could be due to prompts being opti-
mized for the Mistral model. Devising prompts for each model individually
may allow the use of multiple models for better quality.

A significant area for future investigation involves the augmentation of
prompt templates with specific examples, transitioning the current zero-shot
learning approach to a few-shot learning paradigm. This modification is an-
ticipated to refine the model’s capacity for nuanced sentiment gradation,
offering a more precise and contextually aware analysis. It is particularly
recommended that this enhancement be applied selectively to the fine sen-
timent gradation templates, where the potential for increased accuracy and
sensitivity to linguistic subtleties is most pronounced (Brown et al. 2020).
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Further, the exploration of advanced prompting methodologies, such as
the “chain-of-thought” approach, warrants attention. This technique, by fa-
cilitating a more structured and logical progression of thought within the
model’s processing, may significantly improve the model’s ability to extract
relevant data from responses. The potential of such advanced prompting
strategies to overcome the inherent challenges in accurately identifying and
classifying sentiment expressions within complex linguistic contexts presents
a promising avenue for research (Amatriain 2024).

This study serves as a “proof-of-concept” for utilizing the Mistral model
to generate additional synthetic datasets for Serbian, particularly in areas
where resources are scarce or challenging to acquire from natural, not synthe-
sized, corpora. The successful application of the Mistral model for sentiment
analysis underscores its potential as a valuable tool in addressing these chal-
lenges.
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1 Introduction

With the rapid increase of available textual data within the Big Data
phenomenon at the beginning of the twenty-first century, it was soon realized
that these data can be used to build corpora for natural language modeling.
The fast-growing web-based data was first used as an add-on to the existing
slower-growing book-based data, but with an increased interest in quantity, it
slowly but steadily caught up with and surpassed the latter’s share in various
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language model training corpora. Today, most of the publicly available
corpora use web-based data, mostly due to looser copyright constraints.

In the context of this research, we will categorize the datasets into the
following categories based on their origin:

01 Web corpora — corpora containing texts collected from the open web,
primarily using automatic scraping of HTML pages;

O, Textbook corpora — corpora containing texts from textbooks or of similar
origin, namely scientific publications of all sorts (scientific monographs,
journal articles, conference/proceedings papers, theses etc.), and other
published non-literary works (government and legal texts not present on
the web, philosophy, culinary recipes etc.) collected primarily from the
digitally created documents or physical copy scans;

O3 Literary corpora — corpora containing published literary works including
mythology and religious texts;

O, Synthetic corpora — corpora containing non-web texts created by
machines using natural language generation or machine translation;

Os Mixed corpora — corpora created using texts originating from a mix of
the aforementioned and other sources.

Apart from the obvious difference in source material, these classes are
also differentiated by the creation process for the containing texts: while
texts from the first three groups (O;-O3) are mostly human-created (no one
can guarantee that a scrapped HTML page is not machine generated text),
only the second and third group contain texts that are necessarily curated,
i.e. they were read and corrected before publication, which takes time, but
ensures higher quality. Texts created by machines (O4) are usually prepared
the fastest but are also associated with lesser quality.

Another important classification is corpora form. In that regard, we also
classify corpora as follows:

Fy Plain-textual corpora — corpora incorporating only plain texts which can
be used to pre-train large language models such as BERT! (Devlin et
al. 2018) and GPT? (Radford et al. 2018);

F5 Annotated corpora — corpora where tokens, sentences or other segments
are annotated, e.g. part-of-speech-annotated texts or sentences labeled
with sentiment — these corpora are usually used to fine-tune models on
downstream annotation and labeling tasks;

1. Bidirectional Encoder Representations from Transformers
2. Generative Pre-trained Transformer
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F3 Parallel corpora — corpora where each sentence (or other segment) has
a specific pair, e.g. a translation to another language or an answer to
a question — these are usually used for the training of models with a
generative component such as the 75% model (Raffel et al. 2020).

In the following section, the paper will focus on the Serbian
and Serbo-Croatian corpora procured from three important online
corpora/dataset sources: Hugging Face,®, CLARIN virtual language
repository® and European Language Grid.® Other singular repositories
(e.g. GitHub projects) were not searched. Basic information about corpora
retrieved from these hubs will be presented in Section 2, newly-prepared
corpora will be presented in Section 3, and the experiment in accessing
their uniqueness will be presented in Section 4. Finally, the results of the

assessment will be discussed in Section 5.

2 Available Corpora

As already mentioned, this section will present a list of corpora compiled
by reviewing three online sources: Hugging Face (HF), CLARIN virtual
language repository (VLO) and European Language Grid (ELG) with
corpora languages being limited to the domain of Serbo-Croatian macro
language i.e., Serbian, Montenegrin, Croatian and Bosnian, as training
with closely related languages can be beneficial in certain scenarios,
particularly for tasks involving multilingual understanding or translation.
Retrieved corpora were categorized both by form (primary classification) and
origin (secondary classification). For plain-textual corpora (F}), minimum
requirement for including them was thirty million words for web corpora
(O71), and three million words for the other corpora (O2 — Op). Since
most of the corpora in this category are web-originated, a brief study on
deduplication was also conducted. As for the annotated (F3) and parallel
corpora (F3), the size requirement was set to 3,000 sentences, as these
resources are much scarcer and usually used for fine-tuning only.

3. Text-To-Text Transfer Transformer

4. huggingface.co the largest web hub for publishing language models.

5. www.clarin.eu, digital infrastructure offering data, tools and services to
support research based on language resources.

6. live.european-language-grid.eu, platform for all European Language
Technologies originated from MetaNet.
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2.1 Publicly available plain-text corpora

Tables 1 and 2 detail the twenty-four retrieved plain-text corpora. The first
table focuses on the Serbian corpora only, while the second presents the
other corpora in the scope of the Serbo-Croatian macro language, including
several umbrella corpora (produced via aggregation and deduplication of
other corpora).

Name ‘ Lang. ‘ Origin ‘ Size Publisher Hub
stWaC ST web 493 ReLDI VLO
ccl00 _sr st web 711 Conneau et al. HF
mC4-sr ST web 800 Google HF
OSCAR-sr ST web 632 OSCAR proj. HF
CLASSLA-sr ST web 752 CLASSLA VLO
MaCoCu-sr ST web 2,491 Bafién et al VLO
PDRS1.0 ST web 602 ISJ VLO
SrpKorNews ST web 468 JeRTeh HF
SrpELTeC ST literary 5.3 JeRTeh HF

Table 1. Serbian only plain-text corpora available on surveyed dataset hubs. Size
is given in millions of words (M).

All corpora, save four, were sourced exclusively from the web. One
of them is literary, one is mixed, and the remaining two are aggregated
and classified as almost web corpora (~web), since they incorporate the
aforementioned single mixed-origin corpus, riznica (Cavar and Brozovié
Roncevié 2012).

Most of these corpora are a product of several specific efforts. Corpora
srWac, meWac, hrWac and bsWac originate from a single web scrape of
top-level domains for the four languages (Ljubesi¢ and Klubitka 2014;
Ljubesi¢ and Erjavec 2021), resulting in over two billion words. The process
was repeated again later in order to produce CLASSLA-sr, CLASSLA-hr
and CLASSLA-bs, amassing over 2.5 billion words (Ljubesi¢ and Lauc 2021).

The additional six corpora were derived from the Common Crawl dataset:
OSCAR-sr (632M) is the OSCAR project dataset derivative (Sudrez, Sagot,
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’ Name Lang. ‘ Origin ‘ Size Publisher ‘ Hub ‘
meWaC cnr web 80 ReLDI VLO
hrWaC hr web 1,250 ReLDI VLO
bsWaC bs web 256 ReLDI VLO

ccl100_hr hr web 2,880 |Conneau et al. HF
CLASSLA-hr hr web 1,341 CLASSLA VLO
CLASSLA-bs bs web 534 CLASSLA VLO
hr news hr web 1,433 CLASSLA HF
MaCoCu-cnr cnr web 161 Bafién et al VLO
MaCoCu-hr hr web 2,363 Bafién et al VLO
MaCoCu-bs bs web 730 Bafién et al VLO
riznica hr mixed 87 THJJ VLO
HPLT 1.2-sh mixed web 10,030 HPLT proj. HF
BERTi¢-data mixed ~web 8,388 CLASSLA VLO
MaCoCu-hbs mixed web 5,490 CLASSLA HF
XLM-R-BERTi¢-data| mixed ~web 11,539 CLASSLA HF

Table 2. Serbo-Croatian plain-text corpora available on surveyed dataset hubs,
which are not Serbian only. Size is given in millions of words (M).

and Romary 2019), mC4-sr (800M) was derived from the multilingual C4
dataset by Google (Xue et al. 2021), HPLT 1.2-sh (over 10 billion words)
was gained from the HPLT project dataset (Aulamo et al. 2023), and finally,
cc100_sr and cc100_hr (over 3.5 billion words) are the ccl00 dataset
derivatives (Conneau et al. 2019). It should be noted that some of these
efforts produced additional corpora, which were not included in this study
as they didn’t meet the minimum size requirement of three million words.

MaCoCu project web crawling effort (Banén et al. 2022; Kuzman and
Ljubesi¢ 2023) produced MaCoCu-sr (2.5 billion words), MaCoCu-cnr
(151M), MaCoCu-hr (2.2 billion words), MaCoCu-bs (686M), and their
deduplicated aggregation, MaCoCu-hbs (5.5 billion words).

Another notable deduplication effort included four WaC corpora, and
three CLASSLA corpora, cc100_sr, cc100 _hr and riznica corpora. This
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produced a 8.4 billion word aggregated corpus, published under the name
BERTié-data (Ljubesi¢ and Lauc 2021).

Both BERTi¢-data and MaCoCu-hbs were aggregated again,
together with mC/-sr and hr news (1.4 billion words) in order to
create XLM-R-BERTié-data (11.5 billion words), the largest published
Serbo-Croatian aggregated corpus. It, however, does not incorporate
Common Crawl datasets HPLT 1.2-sh and OSCAR-sr, nor the recently
published PDRS1.0 (Wasserscheidt 2023) (600M) and SrpKorNews (Krstev
and Stankovié 2023) corpora (468M). This opens the possibility of creating
new and bigger umbrella corpora for both Serbian and Serbo-Croatian. The
full current effort in corpus aggregation is visualized in Figure 1.

SrpKorNews
PDRS1.0 MaCoCu-cnr
OSCAR-sr MaCoCu-sr
MaCoCu-bs
HPLT 1.2 MaCoCu-hbs MaCoCu-hr
XLM-R-BERTi¢-data
mC4-sr
meWaC
hr_news
CLASSLA-web-sr BERTi¢-data
cc100_sr
srWaC hrwaC
CLASSLA-web-bs CLASSLA-web-hr
bsWaC (iznica cc100_hr

Figure 1. Aggregation hierarchy of publicly available Serbo-Croatian plain-text
corpora. Blue color represents Serbian corpora, cyan Montenegrin, pink Croatian,
lime Bosnian, while corpora of mixed language origin are represented in purple.
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The only literary corpus of the required size available online is still
the SrpELTeC corpus (Krstev 2021; Stankovi¢ et al. 2022), which includes
120 novels and contains 5 million words. There were no constraints for
publication, as the corpus comprises materials for which the copyright has
expired.

2.2 Publicly available annotated corpora

Analyzing the selected dataset hubs we found 10 annotated corpora for
Serbian (Table 3). We focused on the corpora annotated using the Universal
POS tag set (17 classes), while there were no constraints regarding named
entity recognition (NER) and sentiment annotation. As opposed to the
plain-text corpora found primarily on HF and VLO, these corpora were
also found on the ELG in numbers.

POS-annotated corpora for Serbian include four resources:
SrpKor/Tagging (Stankovi¢ et al. 2020) with 60K sentences,
Intera (Gavrilidou et al. 2004; Stankovié et al. 2020) with 47.5K,
1984 (Krstev, Vitas, and Erjavec 2004) with 6.7K, and reldi sr (Milicevié
and Ljubesi¢ 2016) with 5.5K sentences. Two additional resources were
annotated by both POS and NER tags: SETimes_ sr (SamardZzié¢ et al. 2017)
and NormTagNER-sr (Ljubesi¢ et al. 2023) with 7K and 4K sentences
respectively and 5 NER classes. Three additional resources were annotated
via NER only: SrpELTeC-gold (Todorovié et al. 2021; Frontini et al. 2020)
based on a part of a literary corpora comprising 52K sentences (7 NER
classes), Serbian part of the WikiAnn corpus (Rahimi, Li, and Cohn 2019)
with 40K sentences (3 NER classes), and Serbian part of the polyglot ner
corpus (Al-Rfou et al. 2015) with over half of a million sentences and 3
NER classes. The one remaining resource is the Serbian part of the mms
sentiment-annotated corpus (Augustyniak et al. 2023) with 76K sentences
(3 sentiment classes).

A similar situation was observed regarding the other Serbo-Croatian
languages, where another ten resources had been retrieved (Table 4),
with the list mostly consisting of the Croatian counterparts of the
same, previously mentioned annotated resources. These include annotated
Croatian translation of the 1984, reldi hr, NormTagNER-hr, Croatian
part of the WikiAnn and polyglot ner corpora and the Croatian
sentiment-annotated sentences from the mms corpora. Additionally, there
are the Bosnian mms and Serbo-Croatian WikiAnn extracted from the
Serbo-Croatian Wikipedia articles. The sizes of these corpora are mostly
comparable to those of their Serbian counterparts.
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Name ‘Lang.‘ Origin ‘ Annotat. ‘Size‘ Publisher ‘Hub‘
SrpKor4Tagging ST mixed POS 60 JeRTeH ELG
1984 ST literary POS 6.7 IMULTEXT-East| ELG
Intera st | textbook POS 47.5| META-SHARE (ELG
reldi_sr ST web POS 5.5 ReLDi HF
SETimes sr ST web POS, NER| 4 ReLDi HF
NormTagNER-sr ST web POS, NER| 7 ReLDi VLO
SrpELTeC-gold ST literary NER 52 JeRTeh ELG
wikiann-sr st |~textbook| NER 40 Wikimedia HF
polyglot ner-sr ST mixed NER 560 | Al-Rfou et al | HF
mms-Sr ST web sentiment | 76 Brand24 HF

Table 3. Serbian only annotated corpora available on surveyed dataset hubs. Size
is given in thousands of sentences (K).

The only unique resource from this list is hr500k (Ljubesic et al. 2016),
which was fully annotated (25k sentences) with NER tags (5 classes), and
only partially with Universal POS tag set (9k sentences).

2.3 Publicly available parallel corpora

A total of thirteen parallel resources were found for Serbian (Table 5),
including five corpora of parallel translations, one corpus with text-summary
pairs, one corpus of paraphrases, two corpora of question-answer pairs (QA)
and four instruction datasets (textual instruction and solution pairs).

All QA and instruction corpora found are synthetic in origin, created
using machine translation of existing QA and instruction corpora for
English: m_mmlu-sr and m_ hellaswag-sr are translations of datasets
mmlu (Hendrycks et al. 2021) and HellaSwag (Zellers et al. 2019) using
GPT3.5, translated respectively; airoboros-3.0-sr is the translation of
the airoboros-3.0 dataset (Tunstall et al. 2023), and open-orca-slim-sr,
ultrafeedback-bin-sr and alpaca-cleaned-sr are Serbian versions of the
SlimOrca  (Lian et al. 2023), UltraFeedback (Cui et al. 2023) and
alpaca-cleaned (Taori et al. 2023) datasets, respectively, translated using the
Google translate service. Together with the Serbian part of the semi-synthetic
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’ Name ‘Lang.‘ Origin | Annotat. ‘Size‘ Publisher ‘Hub‘
1984 hr literary POS 6.7 IMULTEXT-East| ELG
hr500k hr literary POS 9 ReLDi HF
reldi_hr hr web POS 7 ReLDi HF
NormTagNER-hr hr web POS, NER| 8 ReLDi VLO
hr500k hr literary NER 25 ReLDi HF
wikiann-hr hr |~textbook| NER 40 Wikimedia HF
wikiann-sh sh |~textbook| NER 40 Wikimedia HF
polyglot ner-hr hr mixed NER 630 | Al-Rfou et al | HF
mms-hr hr web sentiment | 78 Brand24 HF
mms-bs bs web sentiment | 36 Brand24 HF

Table 4. Serbo-Croatian annotated corpora available on analyzed dataset hubs,
which are not Serbian only. Size is given in thousands of sentences (K).

tapaco set (Scherrer 2020) (original text may not be synthetic, but the
sentences were paired using a simple algorithm), most of the available parallel
resources for Serbian are synthetic.

As for the non-synthetic resources, five parallel translation corpora
(English translations) include literary corpora 80 jours (Vitas et al. 2008)
with 3.7K sentences, and biblenip-sr derived from the electronic version of
the Bible with 31K senteces, parallel English-Serbian version of Intera (47.5K
sentences), Serbian-English parallel subset of the Opus dataset (Tiedemann
2012) with 1 million sentences, and the parallelized subset of the MaCoCu
set, MacocuParallel-sr (Banoén et al. 2022) with 2 million sentences. While
the two web-originated corpora are much bigger in size, it might not be
necessary to deduplicated them.

The only summary dataset is XL-Sum with 15K summarized text
pairs (Hasan et al. 2021).

Non-Serbian parallel datasets are presented in Table 6 and consist
mostly of alternative subsets of the same resources: English-Croatian
subset of biblenlp, subsets of OPUS dataset containing translations
from Serbo-Croatian, Croatian and Bosnian to English, and subsets of
the MaCoCu Parallel dataset containing translations from Montenegrin,
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Name ‘Lang.‘ Origin ‘Pair type‘Size‘ Publisher ‘Hub‘

80 jours ST literary |translation| 3.7 JeRTeh ELG
biblenlp-sr ST literary |translation| 31 eBible HF
Intera ST mixed [translation|47.5| META-SHARE |ELG
OPUS-sr ST web translation|1000| Opus project | HF
MacocuParallel-sr ST web translation |2000| Banoén et al HF
XL-Sum ST web summary | 15 Hasan et al |ELG
tapaco-sr sr |~synthetic|paraphrase| 8 Scherrer, Yves | HF
m_mmlu-sr sr | synthetic QA 14.5| Alexandra Inst. | HF
m_ hellaswag-sr sr | synthetic QA 9.5 | Alexandra Inst. | HF
airoboros-3.0-sr ST synthetic |instruction| 46 |draganjovanovich| HF
open-orca-slim-sr ST synthetic |instruction| 515 DataTab HF
ultrafeedback-bin-sr | sr synthetic |instruction| 63 DataTab HF
alpaca-cleaned-sr sr synthetic |instruction| 52 DataTab HF

Table 5. Serbian only parallel corpora available on analyzed dataset hubs. Size is
given in thousands of pairs (K).

Croatian and Bosnian into English. They account for most of the sentences,
over 5 million.

Two unique resources from the list are the Croatian subset of the mfaq
dataset comprising 5k web-scraped QA pairs (De Bruyn et al. 2021) and the
Serbo-Croatian subset of the exams dataset containing bk QA pairs taken
from actual student tests (Hardalov et al. 2020). Despite the relatively small
size, these resources are important in the heavily underrepresented group of
QA datasets, the only alternative being synthetic translations.

3 New Corpora

A total of three new corpora are envisioned in the scope of this research.
The first (Umbrella corp) is the new and larger aggregated (umbrella)
plain-text corpus that will encompass the entirety of currently published web
corpora under a single entity. The creation of Umbrella corp is elaborated
in Section 3.1. The second envisioned corpus (S.T.A.R.S.) is designed to
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’ Name ‘Lang.‘ Origin ‘Pair type‘Size‘ Publisher ‘Hub‘

biblenlp-hr hr | literary |translation| 31 eBible HF
OPUS-sh sh web |translation| 271 | Opus project | HF
OPUS-hr hr web |translation|1000| Opus project | HF
OPUS-bs bs web  |translation|1000| Opus project | HF
MacocuParallel-me cnr web  [translation| 218 | Bandn et al | HF
MacocuParallel-hr hr web  [translation|2000| Banén et al | HF
MacocuParallel-bs bs web  [translation| 500 | Banén et al | HF
mfaq-hr hr web QA 5 CLiPS HF
exams-sh mixed |[textbook QA 5 |Hardalov et al| HF

Table 6. Serbo-Croatian parallel corpora available on analyzed dataset hubs,
which are not Serbian only. Size is given in thousands of pairs (K).

boost the representation of openly available textbook-quality sources and
it is based on the doctoral dissertations downloaded from the NaRDuS
platform,” which were previously used to train currently largest language
model pre-trained for Serbian, gpt2-orao (Skori¢ 2024). The preparation
process for S.T.A.R.S. will be explained in more detail in Section 3.2. The
last corpus (PaSaZ) represents aligned translations of abstracts extracted
from the dissertations using methods presented in Section 3.3.

3.1 Aggregated web corpus - Umbrella corp

New umbrella Serbo-Croatian web corpus, Umbrella corp. is an aggregation
of the twenty existing corpora analyzed and discussed in this paper.
We avoided using existing aggregated corpora as material to ensure the
possibility of extraction of a specific language later on, e.g. the Serbian
part of the corpora, but it should be noted that the majority of the used
corpora had already been deduplicated both against other corpora from the
list and internally. The only mixed-language corpora on the list, HPLT 1.2-sh
was additionally processed to be split into corpora containing documents in
Serbian (HPLT-sr) and Croatian i.e. non Serbian (HPLT-hr). The basis for

7. NaRDuS — National Repository of Doctoral Dissertations from all Universities
in Serbia.
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this fuzzy classification was the frequency of specific words (tko/ko, $to/sta,
uvjet /uslov, uopée/uopste etc.) and the ratio of the character e and substring
je, which indicates the Ijekavian dialect.

The corpora was additionally cleaned and deduplicated. Deduplication
of the corpora content was performed on all documents using the
onion (Pomikélek 2011) corpus processing tool which performs fuzzy
deduplication, and locates document duplicates on the bases of n-grams
duplicated across the whole corpus. For this experiment we used 6-gram
duplicates search and eliminated all documents exceeding the 75% n-gram
duplication threshold.

After this deduplication the the total number of words was reduced by
a third, from 28 billions to 18.6 billions. With this total number of words,
Umbrella corp became the biggest available umbrella plain-text corpus in the
language scope, with additional improvements (e.g. additional boilerplate
removal and text correction) planned in the future.

The full list of corpora used, their sizes in millions of words before and
after deduplication and cleaning, as well as their total share in the final
version of the Umbrella corp. is presented in Table 7.

3.2 Set of theses and academic research in Serbian - S.T.A4.R.S.

In the domain of textbook corpora (Oz), doctoral theses represent a highly
desirable resource type due to several factors. Firstly, the high academic
standards regarding the methodology, data, and linguistic quality that a
doctoral thesis needs to satisfy, as well as the peer review process that
it undergoes, ensure a reliable high quality of the data from this source
type. Secondly, since a doctoral dissertation is expected to be a unique
scientific contribution that would advance the relevant science field further,
a corpus of doctoral dissertations is uniquely positioned in terms of the
thematic variety across various domains of knowledge and the timeliness
of the topics described. Finally, the large number of open-access doctoral
dissertations in the NaRDuS repository, the fact that certain sections
of doctoral dissertations are standardized, as well as the availability of
structured metadata for each dissertation on NaRDuS, make this resource
the ideal candidate for a unique, large, and high-quality scientific corpus in
Serbian.

NaRDuS was envisioned within the structural TEMPUS project
5440932013, RODOS.® Pursuant to the amendments to the Law on Higher

8. rodos.edu.rs Restructuring of Doctoral Studies in Serbia (RODOS)
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’ Name ‘ Language Size before Size after Share
srWaC Serbian 493 307 1.65%
meWaC Montenegrin 80 41 0.22%
hrWaC Croatian 1250 935 5.01%
bsWaC Bosnian 256 194 1.04%

OSCAR-sr Serbian 632 410 2.20%
ccl100_hr Croatian 2,880 2,561 13.73%
ccl00_sr Serbian 711 659 3.53%
CLASSLA-sr Serbian 752 240 1.29%
CLASSLA-hr Croatian 1341 160 0.86%
CLASSLA-bs Bosnian 534 105 0.56%
hr news Croatian 1,433 1,426 7.65%
mC4-sr Serbian 800 782 4.19%
MaCoCu-sr Serbian 2,491 2,152 11.54%
MaCoCu-cnr | Montenegrin 161 152 0.82%
MaCoCu-hr Croatian 2,363 2,355 12.63%
MaCoCu-bs Bosnian 730 700 3.75%
riznica Croatian 87 69 0.37%
PDRSI1.0 Serbian 602 506 2.711%
SrpKorNews Serbian 469 469 2.51%
HPLT-sr Serbian ~5,015 2,562 9.95%

| HPLT-hr | Croatian | ~5015 | 186 | 13.74% |

| Total | | 28005 | 18641 [ 100% |

Table 7. List of corpora used to build the new umbrella corpus, their sizes before
and after cleaning and deduplication and their share in the final corpus. Sizes are
given in millions of words (M).

Education’ (Amendments published in the Official Gazette, no. 99/2014,
entered into force on 19 September 2014), all higher education institutions

9. Official Gazette/Law on Higher Education
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have an obligation to make PhD dissertations available to the public prior
to their defense, while universities have an obligation to provide an open
access digital repository of the defended dissertations. In accordance with
the above, the NaRDuS platform has been in operation since September
2015. It is based on the DSpace software, which supports the OAI-PMH
protocol for metadata transfer (Verbi¢, Suvakov, and Luzanin 2017). At the
moment of writing this article, there were 13,289 doctoral dissertations on
NaRDusS.

As the first step in creating the corpus, the full list of dissertations
was obtained from the sitemap of the NaRDuS website,'”, with Python’s
Requests module, complying with the specifications on the site’s robots.txt
page. Selenium and Python were used to retrieve the full detailed metadata
of each dissertation, including download links. Metadata for each dissertation
was also enriched with four additional fields:

Sfulltext url — In the cases where multiple download links were provided
for one dissertation (which often included the committee report), all of
the PDF documents from the links were downloaded, their page count
and number of lines were automatically retrieved using the PyMuPDF
module in Python, and the appropriate link was selected and stored in
this field;

need_ocr — Automatic text retrieval using PyMuPDF for the first 10 pages
was attempted to evaluate whether the documents from the selected
URLs are digital-born or they require further steps of optical character
recognition (OCR) and manual revision, and the results of the procedure
were stored in this field in Boolean form;

srpski — This field indicates whether the dissertations were written in
Serbian (yes value) or another language (no value), and the language
of each text was determined through examination of both dc.language
and dc.language.iso fields;

ARR — This field indicates whether the dissertations were published under
the copyright license — all rights reserved (ARR), which was determined
by examining the dc.rights.license metadata field.

These four fields were used to filter out appropriate
candidate-dissertation for this rendition of the corpus. We selected the ones
where the respective PDF could be obtained through the fulltext wrl, which
were written in Serbian (srpski=yes), do not need OCR (need_ocr=no),

10. NaRDuS website
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and were not published under the all rights reserved licence (ARR=no).
This filtering was done to extract only texts in Serbian and to ensure
compliance with the copyright licenses.

After applying this criterion, 11,624 dissertations remained, which is
around 87.5% of all of the dissertations in the NARDUS repository.

Finally, the full text from each of these dissertations was extracted using
PyMuPDF, saved as a TXT file, and used to build the corpus. Only the lines
that are part of textual paragraphs were preserved during the compilation
of the final corpus file, resulting in an corpus of over 560M words.

3.3 Parallel abstracts corpus — PaSaZ

Due to the fact that parallel language resources, especially for less widely
spoken languages (like Serbian), are relatively rare, parallel corpora are
smaller and fewer in number compared to their monolingual counterparts.
Since abstracts of the Serbian doctoral dissertations are written both in
Serbian and English, they represent a valuable large, high-quality resource
for the creation of a parallel Serbian-English corpus of scientific language.
However, the title, format and location of the abstracts within the document
varies significantly, depending on the respective scientific institution. In this
study, a manual analysis of a large number of dissertations from different
institutions was first performed, after which the documents were separated
into two groups; in the first were the dissertations whose abstracts appeared
in the text itself (either at the beginning or the end of the document), and
in the second, dissertations whose abstracts were presented within a table in
the Key Word Documentation section. Out of the 11,624 dissertations, 2,594
were in the second, table-based group. Three types of data were extracted
from the documents (in both Serbian and English): the abstracts, keywords,
and the scientific field of the dissertation. Since the keywords are already
present in the metadata, their extraction was only done for the first group
of documents, where there were two sets of keywords (in case of possible
differences between the two versions). For the second group, only abstracts
and the scientific field of the dissertation were extracted.

Since the metadata for the majority of dissertations in NaRDuS contain
partial abstracts in both languages, Python script was used to search for the
beginning of each abstract (first 6 words) in the first group of documents.
If the dissertation did not have a partial abstract in the metadata, or the
search was unsuccessful, finding the start of the abstract was attempted
using regular expressions which matched the heading string of the abstract
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section. Since the information in this section always appears in the order 1)
abstract, 2) keywords, 3) scientific field (for both languages), an approach
using regular expressions was used to identify the end of each section and the
beginning of the next, after which the existing metadata for the dissertation
was updated with this information.

For the second group, in which the desired sections were present in
the Key Word Documentation section, the same approach was used, with
different regular expressions for the table sections.

After these steps, 7,687 parallel abstracts were extracted, and the
metadata of these dissertations was updated with the abstracts and the
scientific field of the dissertation. Where possible, the keywords from the
dissertation texts were also extracted and stored in a new field in the
metadata (keywords_from_text), in case the values differ from the ones
already existing in the metadata obtained from NaRDuS.

4 Evaluation

Dataset evaluation in the scope of this paper focuses on the plain-text
Serbian corpora only, and the evaluation is performed by rough assessment
of the uniqueness of each corpus, i.e., how much it differs from
the others. In order to assess the uniqueness aspect, we decided
to perform a word-frequency-based evaluation, inspired by an existing
experiment (Rayson and Garside 2000). For each candidate corpus, a
million-words excerpt was used to compile word frequencies, and the 1000
most frequent words from each corpus excerpt were extracted. The most
frequent words from each of the ten corpora excerpts were used to build a
features list (a unique set of words), resulting in a total of 3,257 features from
ten corpora. The relative frequencies (per million words) of each feature word
from each corpus were used to populate feature vectors, if the word was one
of the chosen 1000 for that corpus. If it was not, the relative frequency value
was set to 0. Once the feature vectors were populated, we calculated cosine
similarities (to the power of ten) between each pair of vectors to generate a
corpora similarity matrix. The corpus having the lowest relative similarity
with the other corpora is regarded as the most unique. The corpus similarity
matrix is presented in Table 8.

The presented results show that the most unique corpus according to
word frequencies is SrpELTeC, with an average similarity of 0.40, especially
when compared to the total average similarity of 0.71. It is also placed
furthest from every other corpus in the embedding matrix.
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srWaC 0.93 | 0.88 1 0.95]0.98 | 0.79 | 0.72 | 0.87 | 0.36 | 0.71
ccl00 _sr 0.93 0.91 ] 091 ] 0.90 | 0.92 | 0.75 | 0.93 | 0.44 | 0.62
mC4_ sr 0.88 | 0.91 0.84 | 0.87 | 0.84 | 0.78 | 0.88 | 0.50 | 0.61
OSCAR-sr | 0.95 | 0.91 | 0.84 0.94 | 0.78 | 0.70 | 0.82 | 0.37 | 0.69
CLASSLA-sr| 0.98 | 0.90 | 0.87 | 0.94 0.75 | 0.71 | 0.85 | 0.34 | 0.70
MaCoCu-sr | 0.79 | 0.92 | 0.84 | 0.78 | 0.75 0.71 | 0.89 | 0.48 | 0.52
PDRS1.0 0.72 | 0.75 | 0.78 | 0.70 | 0.71 | 0.71 0.73 | 0.47 | 0.47
SrpKorNews | 0.87 | 0.93 | 0.88 | 0.82 | 0.85 | 0.89 | 0.73 0.42 | 0.56
SrpELTeC | 0.36 | 0.44 | 0.50 | 0.37 | 0.34 | 0.48 | 0.47 | 0.42 0.22
S.T.AR.S. | 0.71 | 0.62 | 0.61 | 0.69 | 0.70 | 0.52 | 0.47 | 0.56 | 0.22

Average | 0.80 [ 0.81 | 0.79 [ 0.78 [ 0.78 [ 0.74 [ 0.67 [ 0.77 [ 0.40 [ 0.57 ]

Table 8. Word frequency-based similarity matrix of Serbian plain-text corpora
available on surveyed dataset hubs. The values represent cosine similarities to the
power of ten, obtained by comparing feature (word) frequency vectors.

The new corpus, S.T.A.R.S., is the second furthest corpus both from
each of the other corpora and on the average, which makes it the second
most unique one (average similarity of 0.57). What is especially interesting
is that the two corpora that have the lowest mutual similarity are actually
S.T.A.R.S. and SrpELTeC with a similarity of only 0.22, making them the
two opposite ends of the spectrum. The web corpora are clustered in the
middle, which is clearly visible on the two-dimensional representation of the
embedding matrix (Figure 2).

5 Conclusion
This paper provides an overview of textual corpora for Serbian (and

Serbo-Croatian) language publicly available (on Hugging Face, European
Language Grid and CLARIN VLO) in the following categories:
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PDRS1.0 N
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Figure 2. Corpus uniqueness visualized through a two-dimensional network graph
representation of the calculated corpus-similarity matrix, where the edges represent
distances between each corpus and the colors represent the clustering spectrum.

— Plain text corpora — mostly web-originated, with an exception of the
literary SrpELTeC' corpus;

— Annotated corpora — various origins, primarily annotated with POS and
NER and to a lesser extent with sentiment;

— Parallel corpora — mostly web-originated (MacocuParallel, OPUS), as
well as literary translations and synthetic QA and instruction sets, one
web summary corpus, one semi-synthetic paraphrase corpus and two
smaller curated QA sets.

We found that the vast majority of the available plain-text corpora
originate from the web, and that several deduplication efforts exist, but
none of them currently encompasses all the corpora. We also found that the
textbook corpora were highly underrepresented, with not a single corpus
available matching the size criterion of three million words minimum.

To deal with the scarcity of textbook-quality texts we proposed and
compiled two new highly curated corpora based on publicly-available
doctoral dissertations in Serbian: The plain text corpus dubbed S.T.A.R.S.
(Set of theses and academic research in Serbian) and Parallel English-Serbian
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corpus of abstracts dubbed PaSaZz. The former contains 11,624 documents
and features over 560 million words, and the latter contains 7,678 parallel
abstracts, and additional 2,805 partial abstracts, which amounts to around
eight million words, and represents a huge contribution to the publicly
available textbook-quality corpora for Serbian language modeling.

We also performed a word-frequency-based evaluation that indicated the
uniqueness of the dissertations corpus in the current paradigm, showing
that it has a relatively low similarity to other currently available corpora,
especially the literary corpus SrpELTeC, with the web corpora (having high
mutual similarity) placed in the middle (Figure 2).

Additionally, the paper introduces a new umbrella web corpus for
Serbian and Serbo-Croatian dubbed Umbrella corp. which accumulates all
the currently available plain text web corpora in the language scope.

The future work in this area should include further procurement of
textbook and literary texts that can be published, and the creation of
procedures for the enhancement of the existing resources, particularly web
texts.
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1 The Galaksija computer — what’s all the fuss about?

Galaksija was the first microcomputer in the territory of SFR Yugoslavia
accessible to all the enthusiasts in the period when computers were inten-
sively developed and brought closer to end users, both in the world and in
the areas of the former SFRY. It is important to understand that the im-
port of computers into the former Yugoslavia was not allowed in 1983, thus
computer and technology enthusiasts couldn’t import the object of their ad-
miration legally. To protect domestic production from foreign competition,
strict import rules were introduced in the SFRY, which made the devel-
opment of computers in the country different from the development in the
Western world (restrictions did not apply only to the import of computers).
The government tried to control the influx of foreign home computers by
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imposing import restrictions on price and memory size. As the passion was
stronger than the restrictions, the people were resourceful — they continued
to import computers piece by piece and assemble them without violating the
applicable rules and regulations. They also got by with the help of friends
and relatives who worked abroad and could legally obtain all the parts. The
pressures of the state only increased the creativity and inventiveness of com-
puter enthusiasts and encouraged them to self-organize in the desire to finally
own a computer suitable for home use. The best illustration of the popular-
ization of microcomputers can be found in the 129th issue of “Galaksija” in
the text “Microcomputer close up”, which says that: “Millions of people of
various professions, students at all levels, poets and housewives, workers and
officials, medical doctors and lawyers have already come in contact with a
computer”.

Several companies tried to make microcomputers similar to home com-
puters from the 1980s, such as “Ivo Lola Ribar” Institute — Lola 8, “EI Nig”
— Pecom 32 and 64, “PEL Varazdin” — Galeb and Orao, “Ivel” — Ultra and
Z3, etc. (Le Parisien 2000). Their failure or positioning outside the home
computer market was influenced by many factors:

— they were too expensive for individual buyers (especially compared to
the popular foreign computers ZX Spectrum, Commodore 64, etc.),

— the small number of entertainment and other programs made them
unattractive to contemporary computer enthusiasts,

— it was not possible to buy them in stores.

Domestic computers of this generation were therefore mainly used in
state institutions (which were not allowed to buy imported computers).

Galaksija was the only computer that managed to find its place in the
sun and win the hearts of home computer enthusiasts in SFRY. Its creator
was Voja Antonié. In an interview he gave for the “Startit” portal, Voja
talked about when and how he came up with the idea to make the Galaksija
computer:

“(the idea) ... I came up with it in Montenegro while on vacation. For
me, beach vacations are boring because there is nothing to do. So I grabbed a
notebook and started to make some of my projects and sketches on the beach.
That’s where I first came up with the idea of how to make a video unit simply
and economically, which was the most complicated thing for computers at
that time. The price of a computer has always depended on the complexity
of the video unit. I came up with the idea of how to make it simpler, to make
a computer that is bad and incredibly slow because it spends four-fifths of
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its time generating an image, but which was still a computer. I realized that
such a computer worked and could be built very simply, so I thought, why
not offer it to someone else? Then I decided to publish it somewhere as a
“do it yourself” project. The “Galaksija” magazine had a special issue about
computers, which was supposed to be called “Computers in Your Home”. 1
reached out to Dejan Ristanovié, the man who was supposed to write it, and
told him my idea, to which he replied: ‘Of course. It would be wonderful
if, for the first issue, there was some self-made thing’ and that’s how we
started.” (Startit 2017)

In the same interview, we also learned about their expectations and the
number of people who would want to assemble a Galaksija computer, which
ranged from 50 to 500. The number of purchase orders that the magazine
“Galaksija” got for the assembly of Galaksija computers was 8000 and ex-
ceeded even the wildest hopes.

In an interview for “Yugopapir”, another witness - Dejan Ristanovié, ed-
itor of the special issue of “Galaksija” called “Computers in Your Home”
testified about the success of the action. He talked about how they made a
mistake in estimating the circulation needed for “Computers in Your Home”:

“We printed 30,000 copies of the first issue of ‘Computers in Your Home’.
They sold out in two weeks, so we had to reprint 20,000 copies which sold
out as well, so in the end a reprint of the first issue was made in another
25,000 copies. The second issue was printed immediately in 50,000 copies,
and as it sold out, I think another 25,000 copies will be printed these days.
The third issue is being made in 50,000 copies. If we had estimated things a
little better and printed 100,000 copies from the first issue, everything would
have been sold out again, because when there were no more ‘Computers’ on
the newsstands, people exchanged and photocopied them”. (Yugopapir 2014)

Ristanovié¢ also writes on his personal blog about how the magazine
“Galaksija” and the eponymous computer came together: "In order for this
kind of action to succeed, it took several months to prepare and keep an eye
on the texts in “Galaksija”, and my text in which self-assembly was presented
was published in September 1983. It was accompanied by a preliminary pur-
chase order, and the response was incredible: over a thousand readers of
“Galaksija” expressed their desire to build their first computer! Such a large
response is probably due to the fact that the import of computers (as well
as any other goods more expensive than 1.500 dinars at the time) was pro-
hibited and thousands of people interested in computers saw no other way
to expand their knowledge. The characteristics of the Galaksija computer
were not very good, but it was usable, balanced, and, most importantly,
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attainable — you just had to gather the courage and pick up the soldering
iron!” (Ristanovic)

The technical characteristics of the Galaksija computer (Figure 1) were
as follows:

— Processor: ZiILOG Z80A at 3.072 MHz

— Galaksija ROM ‘A’ (ROM ‘A’ or ‘1’) — 4 kB EPROM (2732 EPROM)
with a simple operating system, and Galaksija BASIC code for the BA-
SIC program-interpreter;

— Galaksija ROM ‘B’ (ROM ‘B’ or ‘2’) — 4 kB (optional, same as 2732
EPROM), provides additional BASIC commands, machine language (as-
sembler), machine code monitor and more;

— Galaksija ROM for characters — 2 kB (2716 EPROM) includes definitions
of symbols (letters and characters);

— RAM memory: from 2 to 6 kB of static memory (6116 RAM) in the basic

version, possible expansion up to 54 kilobytes;

Text: 32 x 16 letters or characters, black and white

— Pseudographics: 2 x 3 matrix, total 64 x 48 dots;

— Sound: None, but a tape recorder interface could be used for this purpose,
as on the Spektrum (ZX Spectrum);

— Data storage: cassette tape, recording at a speed of 280 bits per second;

— Input and output ports: 44-pin edge connector with Z80 bus, cassette
recorder (DIN connector), black and white video signal with PAL syn-
chronization (DIN connector), and UHF antenna output (RCA connec-
tor).

The main goal of the Galaksija computer was for people to assemble it
themselves (since they could not buy a computer) and then use it and play
games. The technical characteristics were such that people could, with a
soldering iron and a little patience, assemble their first computer on their
own. How popular self-assembly of computers was is also evident in the
article from the 130th issue of the magazine “Galaksija”’, where the text
“Club in Novi Sad” featured fifteen-year-old Ivan Zindovié¢, who presented a
self-made microcomputer at the forum of the Center for the Study of Social
and Technological Progress, in the presence of about a hundred high school
students. He managed to assemble a computer whose value was 6,000 dinars.

All this led to the Galaksija being the only computer in the homes of
many in 1980s, which also enabled the popularization of the use of computers
for home purposes.
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Figure1. Galaksija ~ computer. (Source:  https://www.limundo.com/
kupovina/Racunari-i-oprema/Desktop-racunari/Retro-racunari-i-oprema/
Racunar-GALAKSIJA /70103817)

2 The magic of the “Galaksija” magazine

“Galaksija” was a popular science magazine that was published once a month.
Each issue had 66 pages. Its price from January to June 1983 was 45 di-
nars, and 50 dinars after that. In that period, the editor-in-chief was Gavrilo
Vuckovié, and the editorial board consisted of:

— Esad Jakupovié¢, deputy editor-in-chief;
— Tanasije Gavranovié¢, assistant editor-in-chief;
— Aleksandar Milinkovi¢ and Jova Regasek, editors.

“Galaksija” began to be published on March 1, 1972, as a “Journal of Avia-
tion, Astronautics and Future Research”, edition of the newspaper publishing
company “Duga”. In November 1972 (issue 8), the magazine was repositioned
and the new header read "Journal for the Popularization of Science", and
remained so until the end of the period we are covering in the research. If
we look at the list of people who wrote for the “Galaksija” magazine, we can
see that it tried its best to distance itself from pseudoscience and take an
objective attitude towards topics that were of interest. This is evidenced by
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the publishing council of the magazine, which consisted of, among others,
PhDs, six of them, as well as two University professors.

In that period, topics that were interesting and talked about a lot in the
media were the Apollo mission, nuclear power plants, computers, etc. The
Cold War was fought with science and this caused a very wide interest of
the population in topics from these fields.

The maximum circulation of “Galaksija” was approximately 85,000
copies; it started with 50,000 copies (Planeta 2021), although there were
times when it dropped to 30,000-35,000 copies. The concept was such that
each issue had its lead topic, which was presented on the front page and
covered in detail in the magazine through several texts. Other topics were
not permanent and differed from one issue to another. The “Games, Hobbies,
DIY” section was always there and usually occupied the last six pages of the
magazine.

The “Galaksija” magazine was characterized by the great loyalty of its
fans, which we can see in the letters of the readers, but also in the way in
which the editors engaged in direct communication with them. The editors
were so open that they even recommended foreign magazines that dealt with
the same topic - even though they were their competition. This is directly
evidenced in issue 132 in the text “Foreign magazines”, which says: “We would
recommend two: ‘MC microcomputer’ and ‘Micro and personal computer’.
The subscription is about 30,000 TRL lira, and the addresses to write to
are...”

3 Methodological concept and research instruments

When something needs to be done for the first time, when a novelty is in-
troduced either at the level of society or a smaller community - change is
initiated by communication: how is the novelty presented, what is the mes-
sage that is being sent and in what way, and what are the important ques-
tions that need to be answered. As the introduction of computers into the
everyday life of the people in Yugoslavia was one of the very important tasks
for the further development of industry, the economy, and thus the entire
community, it is extremely important to analyze the communication that
preceded the great success of the first domestic computer intended for wide
use (Galaksija), which users could assemble themselves. It is important to
understand the messages, their intensity and frequency, their quantity and
quality — especially if we want to repeat the success of introducing novelties
like this in the future. The quality of writing about a particular problem, as
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Stjepan Gredelj states in “On the other side of the mirror” (I'pememn 1986),
includes: the number of texts in the sample, their size, and communicative
value. The first two indicators are immediately visible and easily measur-
able. Communication value is a derived indicator that is the result of an
assessment of the importance attached to the text considering its position
in the structure of the paper. The most important are the texts that occupy
the main pages of the newspaper, the front page, the first, and the second,
while the texts on the other pages are less important.

Content analysis is as a research procedure that strives to build a sys-
tematic experiential record of social communication (Mani¢ 2017). Content
analysis in sociology). Content analysis mainly deals with the analysis of sec-
ondary material — the one that was not created for the research, but rather
independently. It was the chosen method because it allows for both quanti-
tative and qualitative analysis of the material — in this case, the analysis of
the content of the “Galaksija” magazine, which was then the most important
scientific magazine in the Yugoslav market. One of the few that, at that time,
systematically covered topics in the field of computer development and tech-
nology. The success of the magazine justifies its choice as one of the sources
of material.

The sources used to study the contents of the magazine “Galaksija” about
the eponymous Yugoslav computer were:

— existing historical and scientific theoretical literature on Yugoslav society
during 1983 and 1984;

— statements and testimonies of people who participated in the creation of
the Galaksija computer and wrote texts for the magazine “Galaksija” at
that time (Voja Antoni¢, Dejan Ristanovié, Stanko Popovié);

— methodological literature on the method of content analysis;

— selected editions and texts of the magazine “Galaksija” on which content
analysis was applied.

All covered copies of the magazine were found and purchased through
the Kupindo platform as collector’s editions, given that digital versions of
the issue could not be obtained. As the copies were acquired in a rather poor
condition: the sheets were damp and exposed to smoke for a long time, and
given the type of binding, any disassembly would have completely destroyed
the magazine copies. Due to the lack of professional equipment and knowl-
edge in the field of paper restoration, I decided to apply the original method
of content analysis, which consists of reading texts and manually counting
terms and selected phrases.
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The sample for content analysis includes all “Galaksija” magazines that
were published in 1983 from issue 129 (January 1983) to the first two issues
of 1984: 141 and 142 (except for issue 136, which could not be found on
the market, and access to libraries was difficult due to restrictions caused
by the global coronavirus pandemic). The time frame was defined in accor-
dance with the subject of the research, that is, the creation of the Galaksija
computer, which was the focus of the research. As the original plan for the
release of the Galaksija computer was the last quarter of 1983, the goal was
to track the way the topic was introduced to the target group, the intensity
of writing before the action was initiated, the change in intensity of writing
during the action, the connotation given to the topic, as well as the impact
of writing on the sales results. Therefore, the period from January 1983 to
February 1984 was chosen as ideal.

According to Dejan Ristanovi¢, one of the authors of the “Galaksija”
magazine, for him the “Galaksija” project began on June 24, 1983, when Zo-
ran Vasiljevié contacted him with the idea of taking a look at a small home
computer that could be of interest to the readers of this magazine. Thus,
the period before the June issue of the magazine “Galaksija” can essentially
be viewed in one way, as the creation of texts that the authors organically
dedicated to a certain topic. On the other hand, the period after June, when
the magazine became a part of the joint project in a different way — it was
more focused on action and propagation of certain ideas and actions with
a pre-defined sales goal. Dejan Ristanovi¢ wrote about it on his blog: “... T
wondered how willing the magazine would be to ‘get involved’ in something
that is not its main interest, but it turned out that the interest was huge:
Jovan Regasek, then the editor of the section in which I wrote about com-
puters, and Gavrilo Vuckovié, the long-time editor-in-chief of ‘Galaksija’,
immediately noticed the importance of this idea and showed a great willing-
ness to fully commit themselves to its implementation. With one important
change: the project will not be published in ‘Galaksija’, but in a special edi-
tion of ‘Computers in Your Home’, which was to be published at the end of
1983”. (Ristanovic)

The analysis included two basic units: topics and symbols. The analysis
of topics determined the most important subjects of writing that dominated
in the selected period and their relation to the phenomena and events to
which they are dedicated. Also, whether something preceded the action ded-
icated to assembling the computer, happened in parallel with it, or after the
action itself. This procedure required the interpretation of the material, and
the created assessments were checked in other data sources — primarily, in
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the scientific literature related to that period and topic, as well as in the
testimonies of the actors themselves.

The analysis of symbols attempted to determine the terms used on the
pages of the magazine “Galaksija” during 1983 and at the beginning of 1984.
In the value and motivational impact of means of communication, certain
words are carriers of a specific message and even the entire topic. The fre-
quency of use of these terms and their orientation (whether it is positive,
negative, or neutral) were measured. In addition, placing words in a certain
context is essential when it comes to influencing changes in certain processes
- in this case, ordering and self-assembling Galaksija computers.

Before the categorial system for the analysis was prepared, preliminary
research was carried out on a smaller sample of texts from the observed pe-
riod, followed by grouping of categories by logical connection. We encounter
two types of categories:

1. content categories — considering what was said;
2. categories of forms of presentation of content — considering how some-
thing is said.

Content categories examine the subject and direction of messages. The
subject answers the question of what the message is about. Direction refers
to the symbols and determines whether they are positively disposed toward
the subject, neutral, or negatively disposed.

The research distinguished the texts within the section “Games, Hobbies,
DIY”, which was always located at the back of the monthly issue (the last
six pages), the texts of the topic that was presented on the cover of the
magazine, as well as the texts found in the edition related to a topic, but
not related to the section or the topic of the issue. The quantity of writing
about the selected problems comprises the number of writings included in
the sample, their size, and communication value. The selected topics are as
follows:

— man and machine, robot — as one of the topics, due to the illustrative
fusion of man and machine into a robot;

— artificial intelligence — as a topic that was seriously discussed both in the
world and in our country, and which sparked various controversies;

— pocket, home computers, computers as one topic — because they are often
used as synonyms;

— microcomputers as a separate segment due to the different use of the
term, primarily in the context of business and professional computer
use.
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When it comes to the senders, those to whom the message is intended,
and the effect of the message itself, indirect data were extracted, checked,
and supplemented with data found in reports and analyses available from
that period. The senders of the message are, first of all, the authors of the
texts and the editorial staff of the magazine “Galaksija”. The recipients of the
message are the readers of this magazine, who were interested in computers
and innovations on the market and did not want to be excluded from world
trends. The answer to the question of “how” lies in the magazine “Galaksija”,
at that time one of the most popular science magazines that dealt with topics
in the field of technology and computers. Texts aimed at dispelling myths
about computers themselves, promoting self-assembly of computers, as well
as the “Do It Yourself” section actively promoted the topic.

4 Quantity of writings on selected issues

The number of articles included in the sample and their volume are directly
perceivable as the number and size of the texts, while the communication
value is a derived indicator, the result of an assessment of the importance
attached to the text considering its position in the structure of the paper.
The highest weighting factor was assigned to the text promoted on the front
page, which was the topic of the issue with the largest number of pages
devoted to it. The texts on other pages were less important. There are a
total of five weighting factors shown in Table 1. If one of the selected topics

YRS

(“man and machine, robot”, “artificial intelligence”, “pocket, home computers,
PR3

computers”, “microcomputers”) belongs to one of the categories, it is assigned
a corresponding weighting factor:

Section weight
Topic of the issue 5
Second page
Third page
Fourth page
Other pages

L S S

Table 1. Weighting of texts.

The sample included 13 issues. Each issue of “Galaksija” had 66 pages.
The number of pages devoted to the “Games, Hobbies and DIY” section is
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on average six (ranging between five and seven) — so 9% of the magazine
is devoted to topics of interest. In addition to this section, texts devoted to
the topics of computers, robots, and artificial intelligence appear in different
segments in seven issues, which make up 53% of the covered issues. In those
seven issues, a total of 12 texts are devoted to selected topics: man and
machine, robot, artificial intelligence, pocket computers, home computers,
computers, and microcomputers. The representation can be seen in Table 2.

Issue No.of weight No.of weight Additional No.of weight Total No.

No. pages for texts pages of pages
Games, computer dedicated additional dedicated
Hobby assembling to topic texts to topic

129 5 5 1.5 1.5 0 0 0 1.5

130 5 5 1.5 1.5 0 0 0 1.5

131 6 6 2 2 1 2

132 6 6 1.5 1.5 1 1.5 1.5 3

133 7 7 2 2 2 4 4 6

134 6 6 0.5 0.5 1 1.5 1.5 2

135 6 6 1 1 2 9 45 10

137 6 6 1.5 1.5 0 0 0 1.5

138 6 6 2.5 2.5 4 10 50 12.5

139 6 6 2 2 0 0 0 2

140 7 7 0 0 0 0 0 0

141 6 6 2 2 1 1 1 3

142 6 6 2 2 0 0 0 2

Table 2. Weights for pages dedicated to the topics.

We notice that there is no issue in which at least one of the topics (man
and machine, robot, artificial intelligence, pocket, home computers, comput-
ers, and microcomputers) is not covered. In the graph (Figure 2), we can
see an uneven distribution of the total number of pages dedicated to topics
and a clear downward trend at the beginning of 1984, after the release of a
special edition dedicated to computer assembly. The peak was reached in the
October issue 138, where the topic was the computer, so it is not surprising
that the maximum attention was paid to the chosen topic. The graph also
clearly shows the editorial interest in the topic and the increase in represen-
tation even before learning about the existence of the Galaksija computer
and the plan of action.
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130 132 134 136 138 140 142

Figure 2. Total number of pages dedicated to topics per issue of “Galaksija”.

When it comes to the cover, there are a total of three issues (23%) where
one of these three elements is present (the cover contains the word computer,
the cover contains the term artificial intelligence, and the cover contains a
graphic representation of a computer). In issue 138, the topic is the computer,
so this word is present in the title itself, as well as in the graphic illustration
on the front page. The connotation of themes is never negative: it is either
positive or neutral. Table 3 shows the percentage representation of topics on
the cover of “Galaksija”.

Description %
The cover includes the word computer 7.69%
The cover includes the term artificial intelligence 7.69%

The cover includes a graphic representation of a computer 23.08%

Table 3. Percentage representation of topics on the cover of “Galaksija”.

A total of 47 texts were covered in the research. Each magazine was
read following the method of content analysis, all the phrases and words
that were covered were counted, and the data compiled into tables. The size
of the texts was also covered, as it is a specific indicator of the publicity
given to a certain issue and topic at a specific time. “Galaksija”, as a popular
science magazine, is specific because it was not intended for one-time use
(unlike daily editions of newspapers), but its copies were kept, re-read, and
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in certain segments served as textbooks and manuals. This makes the value of
each text greater — the impact of that text is more far-reaching, it is not just
a temporary entertainment and pastime. The topic of computer assembly is
always present. On average, one and a half pages in each issue are dedicated
to the topic. The maximum number of pages devoted to the topic is 2.5, and
only one issue did not have a text devoted to that topic.

Galaksija man and Al home computers, micro computer

issue machine, intelligent computers computer democratization
robot machines etc.

129 0 1 16 5 0

130 0 0 13 4 0

131 0 4 40 2 1

132 19 1 34 2 0

133 0 2 133 1 0

134 0 0 30 0 0

135 184 8 60 1 0

137 1 1 43 1 0

138 5 14 129 32 0

139 0 0 30 0 0

140 0 0 25 0 0

141 5 0 53 11 0

142 0 0 53 2 0

total 214 31 659 61 1

average 16.46 2.38 50.69 4.69 0.08

Table 4. Representation of the topic in the covered editions of the “Galaksija”
magazine.

Table 4 clearly shows a stable trend and the presence of texts related
to computer assembly. On the other hand, the presence among the texts
outside that section is very unstable and with large peaks, and it is clear
that part of the systematic efforts of the editors was to push the selected
topic and draw attention to it. It can be noticed that in the first months of
1983, the selected topics did not appear outside the Hobby section, but from
the summer that year, the intensity has changed considerably, as shown in
graph (Figure 3).

Keywords and phrases that appear most often within the analyzed texts:
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1. Pocket computer, home computer, and computer (used as synonyms) —
a total of 659 times, an average of 50 times per issue.

2. Man and machine, robot — a total of 214 times, an average of 16 times
per issue.

3. Microcomputer — 61 times, an average of four times per issue. The term
microcomputer is used more for business use of computers and is not
a usual term when discussing home and personal use of computers —
therefore it is chosen as a keyword in the analysis.

4. Artificial intelligence — 31 times, an average of 2.38 times per issue.

5. Computer democratization — only once, in issue 131, when the computer
fan clubs were announced. Before that, number 130 introduces the con-
cept of clubs as an excellent way of organizing computer enthusiasts.
Given the period in which the magazine was created, it is clear that the
word democratization was not popular and, regardless of its completely
benign use in this context, it was never used by the editorial staff later
even though these topics were discussed.

Through the keyword analysis itself, it becomes clear that the emphasis
was placed on personal computer use and that the choice of words included
terms and phrases close to the readers, which do not create repulsion. Pref-
erence was also given to the relationship between man and machine, as well
as robots, rather than artificial intelligence itself, even though that branch
of science was developing very intensively at that time. This statement is
illustrated by the following fact: in issue 129, when defining the CPU, it is
stated that: “The central processor is the heart and brain of the computer,
the part of the machine that thinks”. Graph (Figure 3) shows the distribu-
tion of keywords by issue and clearly shows the influence of the topic of the
issue on the representation and frequency of keywords. It can also be seen
that from the summer until the publication of the special issue dedicated
to the assembly of Galaksija computers, keywords were intensively covered,
indicating that the editorial team was preparing the ground for action.

5 The sky is the limit: the wildest dream — 1000
purchase orders; 8000 arrived

In the SFRY, in 1983 and 1984, the import of goods with a value of 1,500
dinars and more was regulated. As Tanjug reported on July 22, in the first
half of the year, the Yugoslav trade deficit with the West was more than
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Figure 3. Distribution of keywords and phrases: blue line: man and machine, robot;
red line: Al intelligent machines; yellow line: home computers, computers, etc.;
green line: microcomputer; orange line: computer democratization.

halved (from 2.12 to 0.99 billion dollars) thanks to reduced imports and in-
creased exports. In addition, the Constitutional Court objected to the Fed-
eral Assembly because of the law requiring a deposit of 5,000 dinars for travel
abroad (introduced in October 1982), which made frequent trips abroad very
difficult. Due to customs measures, the import of complete computers was
impossible. Yugoslavia officially went bankrupt in 1983, although it never
announced this to its citizens (but others did), and stopped paying all its
obligations to foreign countries, which resulted in large shortages. On the
other hand, the domestic industry failed to make computers for home use
quickly enough and at reasonable prices. Many people were interested, per-
sonal computers were a “hot topic” among technology enthusiasts, who used
all kinds of means to get at least the components to assemble their computer
and start programming or enjoy playing games. The editorial board of the
magazine, primarily the three people most creditable for following the topic,
Stanko Popovié¢, Dejan Ristanovié¢, and Voja Antoni¢, each of them through
his network of contacts, his activity, conversations with the readers, moni-
toring of local events, and the questions they received, noticed an increase
in interest in computers and decided to respond to the increase in demand.
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When reading the texts, one notices very open communication with the
readers based on questions and answers, published in the section intended
for this purpose. It can also be seen that the editorial team is aware of lo-
cal events in the cities, especially the clubs of computer enthusiasts, and
gladly visits them and writes about them. This helps them build networks of
contact and continuously receive information from all parts of the country
- constantly checking the pulse of readers and events. This is exactly how
editors and journalists learned about the topics that interest the readership
and came up with a way to respond to them. In addition, by reading the
contents of the “Galaksija” magazine, it is very clear that journalists fol-
lowed all foreign editions, translated articles, and adapted them for the local
market. In his interview for “Yugopapir”, talking about foreign magazines on
the topic of computers that could be obtained in Serbia, Dejan Ristanovié
says: “The real quality that these foreign magazines offer us is the outstand-
ing presentation of new types of computers and peripherals, but that is still
too little for the price of the paper and postage, which is paid in foreign
currency”. (Yugopapir 2014)

According to the data of the Statistical Office, the average monthly salary
in Serbia was 15,161 dinars (Republi¢ki zavod za statistiku 2006), and the
special edition of “Galaksija”, which dealt with computer assembly, cost 200
dinars. This means that about 1.3% of the average salary had to be set aside
for that special issue of “Galaksija”. In 1983, the price of one kilogram of
apples was 35 dinars, and a kilogram of chocolate cost 257 dinars (Milic¢evi¢
2018) — therefore, based on the data of “Makroekonomija”, we could assume
that the price of “Galaksija” could cover the daily expenses of an average
family in Serbia.

As Ristanovié¢ himself points out, “it had its purpose at a time when com-
puters needed to be popularized and when there were not enough programs
in the country...”. (Yugopapir 2014)

At the very beginning, the most important thing was the realization
that self-assembly was possible, and that is what preceded the writings of
“Galaksija”. All integrated circuits could be legally imported by mail from
abroad, and the acquisition of printed circuit boards, keyboards, and boxes
could be organized in Yugoslavia. The plan was to program the EPROM
memories, because the initial assumption was a maximum of 100 requests,
the bravest expected 1000 — however, 8000 requests arrived.

In the words of Ristanovié¢: “In order for this kind of action to succeed, it
took several months to prepare and pursue it in the texts in ‘Galaksija’, so
in September 1983 my text which presented the self-assembly was published.
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It was accompanied by a preliminary purchase order, and the response was
incredible: over a thousand readers of ‘Galaksija’ expressed their desire to
build their first computer! (...) When an action goes well, the people who
participate in it are very motivated to continue with their effort: Voja An-
toni¢ improved the hardware and software of the computer countless times in
the following months, and ‘Galaksija’ tried to find the most suitable way to
organize the supply of kits for self-assembly, relying on the ‘small economy’,
which was just emerging in those years. Thus, we reached an agreement that
‘Mipro’ and ‘Elektronika’ from Buje, in cooperation with the Institute for
Electronics and Vacuum Technology, would deliver printed circuit boards,
keyboards, and masks, that ‘Mikrotehnika’ from Graz would send chips, and
that ‘Galaksija’ would collect purchase orders and program the EPROM.”

That is exactly what “Galaksija” did. It covered the topic very well and
created a demand by choosing great authors — excellent experts on the topic,
familiar with the trends that existed in the world, who wrote in a way that is
close to the readership. The insistence on self-assembly, “do-it-yourself” and
active participation in the assembly of computers, which “Galaksija’ dealt
with for years, paid off, and readers were convinced that they could pick up
a soldering iron and assemble their own computer and start doing something
useful on it. Excellent instructions, graphic displays, positive connotation of
the computer were the wind in the sails of the whole project. Here are some
examples:

— Inissue 131, in the text entitled “Communication with a computer”, there
are six illustrations of the process of communication with a computer.
As can be seen in Figure 4, in each illustration the computer is smil-
ing and happily communicates, and the cooperation with the human is
represented as teamwork.

— In issue 135, the text with the creative title The VaraZdin ‘seagull’ has
taken off, announced the first Yugoslav microcomputer intended for per-
sonal and home use — that is, its entry into mass production. The price
of the computer is said to be 89,035 dinars and it is stated that it is
quite high for what is offered. The text is accompanied by a photo of
a computer with the explanation: “In terms of external appearance, the
‘seagull’ can be compared to many foreign computers”.

— In issue 139, under the title “More and more powerful”, graphics of the
“Galaksija” computer was shown. The first message written on the screen
read: “You too can make a Galaksija computer” — no better motivation
was needed.
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Figure 4. Communication with a computer.

Problems arose in the realization of the project itself — logistics and
procurement were the first to break down. “First, there were no fiberglass
epoxy laminated sheets, then there were no keys, then there was not enough
money for production (payment was made by cash on delivery), then there
were no chips... Murphy’s laws were very much in action: chip prices were
down for years, only to suddenly increase at the beginning of 1984. Static
RAMs became more expensive right at that time, there were problems in
obtaining 4 kilobyte EPROMs, the Z-80 became cheaper, but Galaksija’s
Z-80A became more expensive. EPROM programming was a little slow,
‘Mikrotehnika’ was late by several months, MIPRO and ‘Elektronika’ by
almost a whole year, and all these problems made the editorial phone of
‘Galaksija’ constantly ring. Thousands of phone calls were the main cause
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of both the Computer 2 delay and the slow progress of Galaksija computer
development”. (Ristanovic)

The only way to get the job done involved a lot of direct work and contact
with the customers, as well as a lot of patience to solve the procurement and
logistics issues. At the beginning of 1984, radio came to the rescue, and Zoran
Modli, Dejan and Voja joined forces. Every Friday a new episode aired, and
the topics were popular and interesting for many listeners — mostly games
and demos: Castle, Jumping Jack, Mastermind, Evolution, Galactic War,
Hammurabi, Biorhythm.

The editors and creators of Galaksija computers were not satisfied with
the creation of software by end users. Out of thousands of purchase orders,
only five or six software solutions worth publishing have arrived. The edito-
rial office concluded that creating a program was a much more demanding
job than assembling a computer and that it was important to provide cre-
ators with commercial compensation for their work and effort.

6 Conclusion

Nowadays, it is difficult to imagine a situation in which you are unable to
go to a store and buy anything you need: whether it is a computer, a mobile
phone, or a software solution. You do not even have to go anywhere — all it
takes is a “click” and you can make all purchases online, and then pick it up
the next moment or have it delivered to your home address. The presented
case of the first local computer, Galaksija, intended for home use and assem-
bly, shows that even in moments of great limitations and restrictions, it is
possible to find a solution if you use your own knowledge and skills, i.e. if you
take an active stance towards the solution of the problem. The role assumed
in that case is active, and not passive — consumer role. In this case, man is
an active creator, and the media (in this case, the popular science magazine
“Galaksija”) can contribute to the initiation of action, encourage people to
take a specific action and give them enough faith and inspiration to succeed
in their intention. The goal of writing was to move people to action, without
the initial desire for commercial success — which, in the end, was nevertheless
achieved. In an interview he gave to the “Startit” portal when asked why he
gave Galaksija to people for free, Voja Antonié¢ explains: “For the same rea-
son I did everything else. It was my goal. Later, when the first issue of the
magazine was published, a company from Istria appeared that distributed
components, imported them from Austria, and sold them together with pro-
grammed EPROMs. They did well financially. When I finally calculated how
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much they sold, it turned out that they earned more than a million marks at
the time. That, in theory, should have upset me, but it didn’t. It was their
goal, I lacked the greed to do something like that”. (Startit 2017)

The relationship with the readers of “Galaksija”, which took place through
dialogue (at that time asynchronous as it required correspondence via post-
cards or telegrams), indicates the existence of a discourse on the topic of
assembling a computer, choosing the best options in a certain price range,
researching potential solutions and encouraging creativity.

This type of communication with magazine editors has almost completely
disappeared today. As comments are left via the Internet and various plat-
forms, their creators do not use enough time and energy to articulate their
views and thoughts and create a constructive dialogue. On the other hand,
the editors are far from devoting time and energy to the views of the readers,
their questions, or dialogue with them. Moderation of comments takes place
at a completely different level and within other teams, most often those in
charge of social networks. The issue of posting and not posting comments
and impressions of readers is the same as it was in 1983 — unfortunately, we
will never know how much remained unpublished and why.

Based on the testimony of the actors, as well as the research data, it is
clear that the Galaksija computer would never have achieved success without
the systemic support of the “Galaksija” magazine. The project is a good
example of how to encourage an active attitude towards problem-solving,
as well as creative work and thinking at times when there are objective
restrictions imposed by the state.
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1 Introduction

The University Library “Svetozar Markovi¢” and the Society for Language
Resources and Technologies — JeRTeh organized the first seminar, “Intro-
duction to Digital Humanities: Workshops on the Implementation of Distant
Reading in Research Practice”, and it was held in Trsi¢ from December 4
to December 8, 2023. The seminar was conducted through collaboration be-
tween its authors and the Ministry of Science, Technological Development
and Innovation of the Republic of Serbia. The seminar participants were un-
dergraduate, master’s and doctoral students. The goal of the seminar was to
introduce students of philological disciplines and humanities to digital hu-
manities methods, as well as to prepare and process texts for the application
of distant reading techniques. The seminar included a lecture component
and a practical component, i.e., workshops.

On the first day of the seminar, two lectures were held, followed by the
application of the theoretical segment in the afternoon. The first lecture, “In-
troduction to Digital Humanities”, was delivered by PhD Vasilije Milnovi¢.
At the beginning of his presentation, PhD Milnovié¢ reflected on the results
of their previous projects, introduced the participants to the COST Action
CA16204: Distant Reading for European Literary History (2018-2022), and
highlighted the importance of digital humanities. He discussed the signif-
icance of developing language technologies, with a particular focus on the
so-called “small languages” (e.g., Icelandic, Estonian, or Hebrew, where sub-
stantial investments are made in the field) and their potential applications
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in lexicography, the teaching of Serbian language and literature, translation,
and other areas.

The lecture by PhD professor Cvetana Krstev was dedicated to the Sr-
pELTeC corpus. PhD professor Krstev introduced the participants to the
process of creating this corpus and the criteria that had to be met for Ser-
bian novels from the given period to become a part of the corpus (equal
representation of male and female authors; balanced coverage of the selected
period (1840-1920); variety in terms of length; inclusion of both well-known
and lesser-known works; diversity of authors). She discussed the challenges
that occurred during the formation of the Serbian subcollection and the
process of digitizing the first editions (or the oldest available ones). The
digitization process includes the following steps: scanning, optical character
recognition (OCR), correction, basic annotation, metadata entry and auto-
matic advanced annotation.

The seminar participants were introduced to the process of how text cor-
rection and annotation are performed, and the way metadata is entered. On
the first day of the workshop, they were given a text for correction following
the annotation guidelines. In the following days, they entered metadata and
worked on annotating linguistic entities in the text.

On the second day, PhD Aleksandra Trtovac, in her lecture “The Univer-
sity Library ‘Svetozar Markovié¢’ and Distant Reading”, discussed the con-
nection between librarianship and digital humanities, as well as their role in
the COST Action. PhD Trtovac dedicated her second lecture to the Tran-
skribus project and digitization using mobile phones. During the workshop
that day, participants created accounts on Transkribus! and were introduced
to the DocScan app, which enables the uploading of handwritten works to
generate text transcripts. A particularly useful segment was the introduc-
tion to advanced search in the COBISS? system. In addition to the selec-
tive searching, the focus was also placed on the command searching. One
of the valuable pieces of information shared was that the UNPAYWALL
section contains open-access scientific articles. Furthermore, all names and
surnames of a single author (useful when dealing with pseudonyms or when
a female author’s surname has changed due to marriage) can be found in
the CONOR.SR section.

On the third day, PhD professor Krstev introduced participants to the
concept of named entities and the methods for annotating them in a text.
PhD professor Ranka Stankovié¢’s lecture was built upon the previous one,

1. readcoop, visited 28. 6. 2024.
2. COBISS.SR, visited 28. 6. 2024.
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focusing on the processing of digital texts. Workshop participants worked
on the automatic annotation of text segments with named entities (places,
people, organizations, professions, etc.). Notes on more advanced types of
annotation were also provided, followed by the review and evaluation of
automatically annotated data.

On the same day, during the workshop, participants were introduced to
Wikidata entries about Serbian novels and entered basic information about
the text they received on the first day using the tools OpenRefine and Quick-
Statements. Additionally, participants were introduced to data querying us-
ing the SPARQL language.

The fourth day began with a lecture by PhD professor Dusko Vitas, who
discussed the process of creating a culinary corpus. PhD professor Ranka
Stankovié¢ continued the topic by presenting the corpora available on the
NOSKE platform of the JeRTeh society.® Participants had the opportunity
to learn the basics of the CQL language and how to query the srpELTeC
corpus. The workshop focused on command searches, starting with simpler
queries and progressing to more complex grammatical patterns and queries
involving named entity tags.

On the final day of the seminar, participants attended the lecture “Ini-
tiative for the Development of Open NLP/NLU Resources and Tools for
the Serbian Language” by Slobodan Markovié¢. The lecture highlighted the
challenges of using artificial intelligence (AI) and the possibilities and issues
related to processing the Serbian language with AI. The problem lies in the
fact that models have not been fundamentally adapted, their application
is not practical for business solutions, and their expressive capabilities are
limited. The solution is to have as much training text as possible. Ideally,
this data should be publicly available, under a permissive license, and cover
both Serbian dialects. The goal of the initiative for open NLP resources is
to have better search results and improved text comprehension.

This seminar provided comprehensive knowledge about the methods of
digital humanities and the significance of this scientific field. It has allowed
for better insights into future research, especially when it comes to annotat-
ing resources and working with textual corpora, which is where the greatest
application of what was learned during the seminar lies. What should be em-
phasized as the most important outcome of these lectures and workshops is
the opportunity to connect with colleagues and develop potential collabora-
tions on future projects and research. This is precisely the main reason why,
as a participant, I would highly recommend the seminar “Introduction to

3. noske.jerteh.rs, visited 28. 6. 2024.
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