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Научни рад

Нови jезички модели за српски jезик
УДК 811.163.41’322.2

САЖЕТАК: У раду ће укратко бити
приказан историjат развоjа jезичких
модела за српски jезик коjи су засновани
на трансформерскоj архитектури. Биће
представљено и неколико нових модела
за генерисање и векторизациjу текста,
обучених на ресурсима Друштва за jезичке
ресурсе и технологиjе. Десет одабраних
модела за векторизациjу српског jезика,
међу коjима су и два нова модела, биће
упоређена на четири задатка обраде
природног jезика. Анализираћемо коjи
су модели наjбољи за изабране задатке,
како величина модела и величина скупа за
обучавање утичу на њихове перформансе
на тим задацима и шта jе потребно за
обучавање наjбољих модела за српски
jезик.
КЉУЧНЕ РЕЧИ: jезички модели,
српски jезик, векторизациjа, обрада
природног jезика.

РАД ПРИМЉЕН: 27. jануар 2024.
РАД ПРИХВАЋЕН: 21. фебруар 2024.

Михаило Шкорић
mihailo.skoric@rgf.bg.ac.rs
ORCID: 0000-0003-4811-8692
Универзитет у Београду
Рударско-геолошки факултет
Београд, Србиjа

1. Увод

Почетком двадесет и првог века, дошло jе наjпре до наглог пораста
количине доступних текстуалних података, а потом и до наглог раста
рачунарске моћи, што jе покренуло талас истраживања заснованих
на идеjи дубоког учења (deep learning) (LeCun, Bengio, and Hinton
2015). У случаjу обраде природних jезика, истраживања кулминираjу
поjавом архитектуре трансформера (Vaswani et al. 2017), заснованоj на
употреби енкодера, чиjа jе главна намена анализа текста, и декодера,
коjи су задужени за синтезу текста. Први изразито популаран модел
овог типа био jе BERT 1 (Devlin et al. 2018), заснован искључиво

1. Bidirectional Encoder Representations from Transformers – двосмерно
кодирање репрезентациjе из трансформера
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на трансформерском енкодеру. Оваj модел направио jе велики помак
у обради природних jезика, пре свега на задацима заснованим на
векторизациjи текста. Његове вариjациjе, RoBERTa2 (Liu et al. 2019)
и DeBERTa3 (He et al. 2020) и данас постижу наjбоље резултате на
задацима угнежђивања речи (word embedding), анотациjе речи (нпр.
обележавање врсте речи и препознавање именованих ентитета) и
класификациjе реченица и докумената. Са друге стране, поjављивање
модела GPT (генеративни предобучени трансформер) (Radford et
al. 2018) и GPT-2 (Radford et al. 2019) популаризовало jе jезичке
моделе засноване на траснформерском декодеру, а ова група модела
се данас наjбрже развиjа. Модели коjи комбинуjу употребу енкодера и
декодера, као што су, на пример BART (Lewis et al. 2020) и T5 (Raffel et
al. 2020), остаjу недовољно запажени упркос изванредним резултатима
коjе постижу на задацима трансформациjе текста, као што су машинско
превођење, сумaризациjа и прилагођавање стила.

1.1 Преглед обjављених модела за српски jезик

Jезички модели засновани на архитектури трансформера направили
су продор у српски jезик путем вишеjезичних модела, наjпре кроз
MBERT 4 (Devlin et al. 2018), а потом и кроз XLM-RoBERTa
модел5 (Conneau et al. 2019), за чиjе jе обучавање коришћено око четири
милиjарде токена из текстова писаних на српском или другом сродном
jезику (хрватски, босански). Потоњи модел обjављен jе у децембру
2019. године у две вариjанте – base (279 милиона параметара) и large
(561 милион параметара). И данас се, као jедан од наjвећих модела за
векторизациjу, употребљава у обради српског jезика и притом остваруjе
добре резултате, поготово након дообучавања.

Почетком 2021. године, на платформи Huggingface6 обjављен jе модел
под називом БЕРТић (classla/bcms-bertic) (Ljubešić and Lauc 2021),
базиран на архитектури ELECTRA (Clark et al. 2020), са 110 милиона
параметара, обучаван на корпусу од преко осам милиjарди токена,
босанског (800 милиона), хрватског (5,5 милиjарди), црногорског (80
милиона) и српског jезика (2 милиjарде).

2. Robustly Optimized BERT – Робусно оптимизовани BERT
3. Decoding-Enhanced BERT – BERT проширен декодирањем
4. Multilingual BERT – вишеjезични BERT
5. Cross-lingual Language Model – Међуjезички jезички модел
6. Huggingface, наjвеће веб чвориште за обjављивање jезичких модела.
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Касниjе исте године направљени су и обjављени први специфични
модели за српски jезик у оквиру jедног ширег jезичког истраживања за
македонски jезик (Dobreva et al. 2022). Прецизниjе, обjављена jе српска
верзиjа RoBERTa-base модела, macedonizer/sr-roberta-base (120 милиона
параметара) и српска верзиjа GPT2-small модела, macedonizer/sr-gpt2
(130 милиона параметара). Оба модела су обучавана на корпусу српске
Википедиjе и подржаваjу само ћирилично писмо.

Недуго потом предузет jе сличан подухват, при коjем jе обучено пет
RoBERTa-base модела за српски jезик (Cvejić 2022). Првобитни модел
Andrija/SRoBERTa имао jе 120 милиона параметара и обучаван jе на
малом корпусу од 18 милиона токена познатом под именом Leipzig (Bie-
mann et al. 2007), док су потоња четири модела имала по 80 милиона
параметара, при чему jе сваки обучаван на све већем корпусу. За модел
Andrija/SRoBERTa-base додат jе корпус OSCAR (Suárez, Sagot, and Ro-
mary 2019) (220 милиона токена), за модел Andrija/SRoBERTa-L jе поред
њега додат и srWAc (Ljubešić and Klubička 2014) (490 милиона токена), за
модел Andrija/SRoBERTa-XL jе уз претходне додат и део корпуса cc100-
hr (21 милиjарда токена) и cc100-sr (5,5 милиjарди токена) (Wenzek et
al. 2020), док су за модел Andrija/SRoBERTa-F сви поменути корпуси
коришћени у целости.

Краjем 2022. године обjављена су три експериментална генеративна
модела за српски jезик (Škorić 2023). Контролни модел procesaur/gpt2-
srlat био jе поново заснован на GPT2-small архитектури, имао jе 138
милиона параметара и обучен jе на исечку корпуса Друштва за jезичке
ресурсе и технологиjе (260 милиона токена) (Krstev and Stanković
2023). Друга два модела – procesaur/gpt2-srlat-sem и procesaur/gpt2-
srlat-synt, настала су дообучавањем контролног модела коришћењем
два специjално припремљена корпуса са циљем засебног моделовања
семантике, односно, синтаксе текста. Три модела су потом употребљена
за експеримент комбиновања jезичких модела на задатку класификациjе
реченица (Škorić, Utvić, and Stanković 2023).

Почетком наредне године, истраживачи са Универзитета у Нишу
обjавили су модел JelenaTosic/SRBerta (75 милиона параметара) коjи jе
такође заснован на RoBERTa-base аархитектури, а обучаван je помоћу
корпуса OSCAR (Suárez, Sagot, and Romary 2019).Занимљиво jе да
jе оваj модел, као и његова друга верзиjа (nemanjaPetrovic/SRBerta,
120 милиона параметара), пре обjављивања дообучен над текстовима
из домена права (Bogdanović, Kocić, and Stoimenov 2024). У периоду
између обjављивања ових модела, обjављен jе и aleksahet/xlm-r-squad-sr-
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lat (Cvetanović and Tadić 2023), први модел за одговарање на питања на
српском jезику, настао прилагођавањем XLM-RoBERTа модела помоћу
скупа података SQuAD (Rajpurkar, Jia, and Liang 2018), преведеног на
српски jезик.

Средином 2023. године обjављена су jош два генеративна модела
заснована на ГПТ архитектури. Оба модела су обучавана над истим
скупом података: над корпусима Друштва за jезичке ресурсе и
технологиjе (Krstev and Stanković 2023), докторским дисертациjама
преузетим са платформе НАРДУС,7 корпусу jавног дискурса српског
jезика Института за српски jезик САНУ под називом PDRS (Wasser-
scheidt 2023) и додатним jавно доступним корпусима са веба, као што
су поменути srWAc (Ljubešić and Klubička 2014) и cc100-sr (Wenzek
et al. 2020). Укупан броj токена у овом скупу података броjи око
четири милиjарде. Већи модел – jerteh/gpt2-orao8 броjи 800 милиона
параметара, заснован jе на архитектури GPT2-large и представља
тренутно наjвећи доступни модел предобучен за српски jезик. Мањи
модел – jerteh/gpt2-vrabac9 броjи 136 милиона параметара и заснован
jе на архитектури GPT2-small. Оба модела су обучавана коришћењем
рачунарских ресурса Националне платформе за вештачку интелигенциjу
Србиjе. Осим корпуса за обучавање, ова два модела деле и речник токена
и токенизатор, специjално опремљен да упаруjе ћирилична и латинична
слова, омогућуjући им равноправну подршку.

Након обjављивања генеративног модела од 800 милиона (jerteh/gpt2-
orao) параметара, фокус се полако помера на дообучавање великих
модела коришћењем текстова на српском jезику. Тако су обjављена
два модела заснована на архитектури Alpaca (Taori et al. 2023),
datatab/alpaca-serbian-3b-base (3 милиjарде параметара) и datatab/alpaca-
serbian-7b-base (7 милиjарди параметара), a наjављено jе и обjављивање
jош jедног модела исте величине, заснованог на архитектури Mistral-
7b (Jiang et al. 2023), коjи jе обучаван на хрватским, босанским и
српским текстовима (11,5 милиjарди токена). Исти корпус коришћен
jе и за дообучавање XLM-RoBERTa-large модела у циљу поређења
перформанси дообучаваних модела у односу на моделе обучаване од
почетка (од нуле). Нови модел обjављен jе под именом classla/xlm-r-

7. НАРДУС – Национални репозиториjум докторских дисертациjа са свих
универзитета у Србиjи.

8. jerteh/gpt2-orao
9. jerteh/gpt2-vrabac
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bertic (Ljubešić et al. 2024) и броjи 561 милион параметара, колико има
и оригинални XLM модел.

Коначно, на скупу података над коjим су обучавани jerteh/gpt2-
orao и jerteh/gpt2-vrabac, обучена су jош два модела за векторизациjу
текста. Већи модел, jerteh/Jerteh-355,10 заснован jе на RoBERTa-large
архитектури и броjи 355 милиона параметара, док jе мањи модел,
jerteh/Jerteh-81,11 заснован на RoBERTa-base архитектури и броjи 81
милион параметара. Као и код модела jerteh/gpt2-orao, циљ jе да се
модели обуче на што квалитетниjем корпусу текстова. У овом раду биће
представљено испитивање перформанси ових модела и њихово поређење
са перформансама других одабраних модела како би се установило
њихово место у хиjерархиjи jезичких модела за векторизациjу текста
на српском jезику.

1.2 Поставка експеримента

У претходном одељку указано jе на постоjање већег броjа
вишеjезичних модела коjи, у мањоj или већоj мери, подржаваjу обраду
српског jезика, као и на двадесетак модела коjи су припремљени
специjално за обраду српског jезика. Обjављени модели се међусобно
разликуjу према неколико особина: породици (архитектури) модела и
броjу његових параметара, речнику, односно токенизатору, на коjем
се засниваjу, скупу коришћеном за њихово обучавање, задатку на
коjем jе модел обучаван и дужини обучавања. Треба напоменути да
неке од ових информациjа недостаjу за неке моделе, али и да су
неке доступне информациjе (пре свега особине скупа коришћеног за
обучавање) непроверљиве.

У наставку, рад ће се фокусирати на десет одабраних модела за
векторизациjу (општег типа). Основне информациjе о тим моделима
биће представљене у одељку 2., експеримент поређења њихових
перформанси на четири припремљена задатка приказаћемо у одељку 3.,
а резултати експеримената биће приказани и размотрени у одељку 4..
Напослетку, у одељку 5., биће предложен процес обучавања нових
модела за српски jезик. Оваj рад неће разматрати генеративне моделе
услед недостатка поузданог (али аутоматског) механизма за мерење
њихових перформанси. Jош ниjе обjављен ниjедан енкодер-декодер
модел специjално развиjен за српски jезик.

10. jerteh/Jerteh-355
11. jerteh/Jerteh-81
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2. Одабрани модели за векторизациjу текста

За потребе овог рада, од претходно поменутих модела (одељак 1.)
одабрано jе десет за детаљниjу анализу. У тих десет улазе наjпре четири
SRoBERTa модела, коjи су врло погодни за оваj експеримент jер се
разликуjу искључиво по скупу података за обучавање. Даље, ту су
наjстариjи модел, classla/bcms-bertic и наjновиjи модел, classla/xlm-r-
bertic, коjе jе обjавио центар за jужнословенске jезике CLASSLA, као и
два наjпопуларниjа вишеjезична модела xlm-roberta-base и xlm-roberta-
large. Коначно, ту су два модела коjа се први пут представљаjу у
овом раду, модели jerteh-81 и jerteh-355, коjи су обучени над ресурсима
Друштва за jезичке ресурсе и технологиjе.

Основне карактеристике ових десет модела приказане су у табели 1.
У приложеноj табели, као и из описа модела у претходном одељку,

види се да jе наjпопуларниjа архитектура RoBERTa (6 од 10 одабраних
модела), a додатна три модела заснована су на блискоj, XLM-RoBERTa
архитектури. Преостали модел bcms-bertic, заснива се на ELECTRA
архитектури и jедини jе од одабраних коjи ниjе обучаван на задатку
моделовања маскираног jезика (предвиђања делова текста маскираних
иза неке специjалне етикете).

Величина одабраних модела варира од 80 (за четири SRoBERTa
модела) па до преко 560 милиона параметара (за моделе засноване
на XLM-RoBERTa-large). Величина скупа за обучавање варира од 500
милиона за модел 1 (SRoBERTa-base), па до чак 11,5 милиjарди токена
за модел 6 (classla/xlm-r-bertic), при чему треба напоменути да ниjе
обучаван од нуле, већ jе у питању xlm-roberta-large модел дообучен
за хрватски, босански и српски jезик. Само четири од десет модела
обучавана су искључиво над корпусом српских текстова. У питању су
модели 1, 2, 9 и 10, тj. прва два SRoBERTa модела, jerteh/jerteh-81 и
jerteh/jerteh-355.

Битно jе напоменути и да десет приказаних модела користе само
четири различита речника токена, односно токенизатора:

X1 SRoBERTa токенизатор - прва 4 модела;
X2 bertic токенизатор - модел броj 5;
X3 XLM-R токенизатор - модели 6 до 8;
X4 jerteh токенизатор - последња 2 модела (9 и 10).

12 Инфотека, год. 24, бр. 1, фебруар 2025.
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Речник токена SRoBERTa bertic XLM-R jerteh

Архитектура RoBERTa ELE. XLM-R RoBERTa

Величина модела 80 110 561 279 561 81 355

Величина скупа 500 1.000 3.750 5.700 8.400 11.500 4.000* 4.000

Српски ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Хрватски ✓ ✓ ✓ ✓ ✓ ✓

Босански ✓ ✓ ✓ ✓

Црногорски ✓ ✓ ✓

Табела 1. Десет одабраних модела за векторизациjу текста на српском
jезику и њихове особине: речник токена на коjем су засновани, архитектура
модела, величина модела изражена у милионима параметара и величина скупа
изражена у милионима токена. Подаци су преузети са платформе HuggingFace.
*Величина скупа за обучавање код модела 7 и 8 (xlm-roberta-base, xlm-roberta-
large) односи се на део скупа на српском, хрватском или другом сродном
jезику. Доњи део табеле приказуjе на коjем од ових jезика су обучавани
модели.
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3. Поставка евалуациje перформанси модела

Десет одабраних модела jе евалуирано на четири засебна задатка
како би се упоредиле њихове перформансе:

T1 Моделовање маскираног jезика (погађање недостаjућих токена);
T2 Израчунавање (семантичке) сличности између реченица;
T3 Обележавање врстом речи;
T4 Препознавање именованих ентитета.

Прва два задатка припадаjу групи такозваних узводних задатака (up-
stream), тj. задатака коjи користе моделе у основном стању, док друга
два задатка припадаjу групи низводних задатака (downstream) jер
захтеваjу да се модели фино подесе (fine-tune) и тестираjу на специjално
припремљеном скупу података.

3.1 Евалуациjа модела на узводним задацима

Као што jе већ поменуто, за узводне задатке ниjе неопходно
прилагођавање модела, те jе потребно само припремити скупове за
тестирање.

Како би се спровела евалуациjа модела на задатку моделовања
маскираног jезика (T1) наjпре jе припремљен посебан скуп података
у виду текстова у коjима су у свакоj реченици по jедан насумично
изабрани токен маскирани – по jедан токен jе сакривен, на пример иза
маске <MASK>. За текстуалну грађу коришћена су четири извора:

Y1 Дечко, српски превод романа Подросток од Достоjевског;
Y2 Младић, алтернативни превод Дечка;
Y3 Пут око света за 80 дана, српски превод романа Жила Верна;
Y4 Пут око свиjета у 80 дана, хрватски превод романа Жила Верна.

Прва два извора нису коришћена за обучавање ниjедног модела, док
су друга два већ дуго доступни на вебу (Vitas et al. 2008) и стога су
вероватно коришћени за обучавање већине, ако не и свих, наведених
модела. Како неки модел не би био у посебноj предности, текстови су
токенизовани коришћењем сва четири токенизатора (X1 до X4), потом
маскирани, а онда jе пред сваким од модела био задатак да одмаскира
свих шеснаест припремљених текстова (четири извора токенизована и
маскирана на четири начина). У свакоj реченици био jе маскиран по
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jедан токен, а модели су током евалуациjе за његово место нудили по
три кандидата. За процену резултата теста узимана jе мера тачности на
овом задатку, при чему се као погодак рачунало свако одмаскирање код
кога jе маскирани, то jест тражени, токен био у скупу кандидата коjе jе
модел понудио за задату реченицу.

За потребе евалуациjе на задатку израчунавања сличности између
реченица (T2), коришћене су реченице из истих романа, то jест два пара
паралелизованих романа (Y1 и Y2, односно Y3 и Y4), али припремљене као
триплети. С обзиром на то да су романи претходно паралелизовани на
нивоу реченице, било jе лако направити парове реченица коjе имаjу исто
значење. Сваки триплет jе употпуњавала додатна реченица из романа
парњака, коjа дели што jе више могуће токена са контролном реченицом
и има сличну дужину, али jе повучена из неког другог места у тексту.
Пример триплета:

1. "Zaista, ko ne bi obǐsao svet i za manju cenu?" (контролна реченица,
Y3: Пут око света за 80 дана)

2. "Doista, nije li i za manje od toga vrijedno izvršiti put oko svijeta?"
(парњак, Y4: Пут око свиjета у 80 дана)

3. "He! he! pa konačno zašto ne bi uspio?" (лажни парњак, Y4: Пут око
свиjета у 80 дана)

Задатак модела био jе да у задатим триплетима препознаjу прави
парњак (сличност између прве и друге реченице треба да буде већа него
између прве и треће), а за процену резултата теста узимана jе тачност на
том задатку. Да би се израчунао реченични вектор, модел наjпре додели
векторске вредности сваком токену у реченици, а потом се вредност
тих вектора усредњава како би се добила векторска репрезентациjа
реченице. Сличност између двеjу реченица израчунава се као разлика
броjа 1 и косинусне удаљености израчунатих реченичних вектора.

3.2 Евалуациjа модела на низводним задацима

За потребе евалуациjе модела преостала два предвиђена задатка,
модели су дообучени и тестирани на посебним скуповима података. За
обележавање врстом речи (T3) коришћен jе jавно доступни скуп Srp-
Kor4Tagging (Stanković et al. 2020) (триста педесет хиљада обележених
токена), док jе за препознавање именованих ентитета (T4) коришћен
други jавно доступни скуп SrpELTeC-gold (Šandrih Todorović et al. 2021).
У оба случаjа, модели су дообучени на 90% обележених реченица из
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сваког скупа и тестирани на преосталих 10%. Како jе реч о проблему
вишекласне класификациjе, за процену резултата ова два задатка узете
су F1-мере остварене приликом класификациjе над реченицама из скупа
за тестирање.

4. Резултати евалуациjе

Резултати првог теста (T1), тj. просечна тачност одабраних модела
на задатку допуњавања недостаjућег токена у сваком од шеснаест
припремљених текстова, приказани су у табели 2.

У приложеним резултатима jе може се уочити супериорност новог
модела, jerteh-355, коjи остваруjе бољи резултат од осталих модела
у тринаест од шеснаест случаjева, односно бољи или исти резултат
(±1%) у петнаест од шеснаест случаjева. Осим тога, у девет од дванаест
случаjева модел jerteh-355 надмашуjе друге моделе чак и када обрађуjе
текст маскиран токенизатором тих модела. Jедини модел коjи успева
да га надмаши у два случаjа jе SRoBERTa-F, коjи се наjчешће показуjе
као наjбољи у обради извора (Y4) писаног на хрватском jезику, коjи jе
у великом проценту био укључен у његов скуп за обучавање. Ипак, у
просеку, његова тачност на овом тесту jе нижа и од оне коjу остваруjе
други нови модел, jerteh-81. Модел 5 (classla/bcms-bertic), коjи, за
разлику од осталих, ниjе обучаван на задатку моделовања маскираног
jезика, ниjе био укључен у евалуациjу на овом задатку jер би био у
неповољном положаjу.

Резултати теста израчунавања сличности између реченица (T2)
приказани су у табели 3. Вредности приказуjу тачност модела при
препознавању реченица са истим/сличним значењем у триплетима
екстрахованим из два српска превода истог романа, Y1 i Y2 (први ред
вредности), из српског и хрватског превода истог романа, Y3 и Y4 (други
ред), и просечну тачност (трећи ред).

Резултати за први низ триплета су веома добри за неколико
модела: SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F, jerteh-81 и jerteh-
355 остваруjу сличну тачност од преко 95%. Модел SRoBERTa-XL
остваруjе наjбоље резултате, уз малу маргину, али и наjбољи резултат
за други низ триплета коjи садржи реченице на хрватском jезику (92%
тачности), па самим тим има и наjбољи просечни резултат на овом
задатку. Jедини други модел коjи остваруjе тачност од преко 90% за
други низ триплета jе SRoBERTa-F, што jе и очекивано jер су ова два
модела обучавана на хрватским текстовима.
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X1-Y1 0,43 0,63 0,66 0,70 / 0,43 0,46 0,51 0,70 0,75
X1-Y2 0,43 0,62 0,64 0,69 / 0,42 0,46 0,50 0,69 0,73
X1-Y3 0,37 0,56 0,59 0,63 / 0,34 0,38 0,43 0,66 0,72
X1-Y4 0,36 0,55 0,64 0,68 / 0,34 0,38 0,42 0,58 0,63
X2-Y1 0,36 0,47 0,51 0,54 / 0,47 0,50 0,55 0,57 0,60
X2-Y2 0,37 0,48 0,51 0,54 / 0,46 0,50 0,54 0,56 0,59
X2-Y3 0,31 0,41 0,45 0,48 / 0,42 0,45 0,50 0,50 0,54
X2-Y4 0,31 0,42 0,47 0,51 / 0,42 0,46 0,50 0,47 0,51
X3-Y1 0,37 0,49 0,52 0,54 / 0,48 0,50 0,55 0,57 0,60
X3-Y2 0,37 0,48 0,51 0,54 / 0,46 0,50 0,54 0,57 0,59
X3-Y3 0,30 0,41 0,44 0,47 / 0,41 0,45 0,49 0,50 0,54
X3-Y4 0,31 0,42 0,47 0,51 / 0,41 0,46 0,50 0,47 0,50
X4-Y1 0,42 0,60 0,63 0,67 / 0,43 0,47 0,51 0,73 0,78
X4-Y2 0,41 0,58 0,61 0,65 / 0,41 0,45 0,49 0,71 0,75
X4-Y3 0,35 0,53 0,55 0,60 / 0,33 0,38 0,42 0,69 0,76
X4-Y4 0,34 0,50 0,58 0,62 / 0,33 0,37 0,41 0,62 0,66
просек 0,36 0,51 0,55 0,59 / 0,41 0,45 0,49 0,60 0,64

Табела 2. Тачност модела у погађању токена (из три покушаjа) на задатку
моделовања маскираног jезика над шеснаест припремљених маскираних
текстова и њихова просечна тачност. Текстови су обележени (на почетку
сваког реда) jединственим комбинациjама ознака токенизатора X и извора
Y . У сваком реду наjбољи резултат (±1%) обележен jе подебљањем.

Резултати коjи су модели остварили на низводним задацима T3

(обележавање врсте речи) и T4 (препознавање именованих ентитета)
приказани су у виду F1-мера у табели 4.
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Y1-Y2 0,93 0,95 0,96 0,96 0,92 0,76 0,90 0,87 0,95 0,95
Y3-Y4 0,83 0,89 0,92 0,91 0,79 0,66 0,78 0,71 0,89 0,83
просек 0,88 0,92 0,94 0,93 0,85 0,71 0,84 0,79 0,92 0,89

Табела 3. Резултати одабраних модела на задатку препознавања реченица
са истим значењем у триплетима екстрахованим из превода Достоjевског (Y1-
Y2), Верна (Y3-Y4), као и у просеку. У сваком реду наjбољи резултат (±1%)
обележен jе подебљањем.
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T3 0,974 0,980 0,982 0,982 0,986 0,987 0,984 0,986 0,985 0,986
T4 0,908 0,922 0,929 0,935 0,942 0,942 0,933 0,935 0,928 0,928

Табела 4. F1-мера коjу су модели остварили на задацима T3 (обележавање
врсте речи) и T4 (препознавање именованих ентитета). У сваком реду наjбољи
резултат (±0.1%) обележен jе подебљањем.
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Из резултата приказаних у табели 4 види се да на задатку T3

(обележавање врстом речи) девет од десет модела остваруjе jако добре
резултате (преко 98%), при чему се резултати коjе остваруjу четири
наjбоља модела (classla/bcms-bertic, classla/xlm-r-bertic, xlm-roberta-large
и jerteh/jerteh-355 ) разликуjу за мање од 0,02%, указуjући да се модели
полако приближаваjу горњим границама перформанси када jе у питању
оваj задатак.

Када су у питању резултати остварени на последњем задатку T4

(препознавање именованих ентитета), наjбоље перформансе приказали
су модели classla/bcms-bertic и classla/xlm-r-bertic, при чему су разлике у
F1-мерама нешто више него на задатку T3 (∼ 4% за задатак T4 у односу
на ∼ 1% за задатак T3), али и даље знатно ниже него што су разлике на
узводним задацима (чак ∼ 28% за задатак T1).

У наредном одељку биће разматрани резултати коjе су модели
остварили, као и разлози коjи су довели до тих резултата, са циљем да
се установе наjповољниjи услови за обучавање модела за српски jезик у
будућности.

5. Дискусиjа

Претходно приказани резултати евалуациjе модела (табеле 2–4),
показуjу да не постоjи jедан модел, или група модела, коjи су наjбољи
у општем случаjу, већ су се различити модели показали као бољи
(или лошиjи) на различитим задацима. У наставку, сваки од задатака
биће посматран поjединачно, пре свега у светлу односа остварених
перформанси према величини модела, величини скупова за њихово
обучавање и квалитету тих скупова.

5.1 Моделовање маскираног jезика

Резултати евалуациjе модела на задатку моделовања маскираног
jезика (табела 2) показуjу убедљиву предност модела jerteh/jerteh-355, са
тим да добре резултате остваруjе и jerteh/jerteh-81, коjи jе други наjбољи
модел за оваj задатак када се посматраjу просечне вредности. Пошто ова
два модела користе исти скуп података за обучавање, то указуjе да би
управо оваj скуп могао бити разлог добрих резултата.

Просечна тачност модела на задатку T1 према њиховоj величини,
односно према величини скупа коjи jе коришћен за њихово обучавање
приказан jе на слици 1. На први поглед, приметни су неки истакнути
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Слика 1. Тачност модела на задатку моделовања маскираног jезика према
величини тих модела (лево), као и према величини скупова за обучавање
модела (десно). Приказана крива тренда одговара логаритамскоj функциjи.

изузеци, пре свега модели засновани на XLM-R архитектури, коjи
остваруjу неке од наjлошиjих резултата на овом задатку. Уколико се
њихови резултати уклоне, поjављуjу се нови трендови (слика 2). Дакле,
када посматрамо само RoBERTa моделе, чини се да већи модел (не баш
убедљиво) и већи скуп за његово обучавање (врло убедљиво) повољно
утичу на перформансе модела.

Слика 2. Тачност модела на задатку моделовања маскираног jезика према
величини тих модела (лево), као и према величини скупова за обучавање
модела (десно), при чему су уклоњени резултати модела заснованих на XLM-
R архитектури. Приказана крива тренда одговара логаритамскоj функциjи.
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5.2 Израчунавање сличности између реченица

Приликом евалуациjе задатка T2 установљено jе да наjбоље резултате
остваруjу модели SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F, jerteh-81 и
jerteh-355 када jе у питању препознавање сличних реченица на српском
jезику, а SRoBERTa-XL и SRoBERTa-F када jе у питању препознавање
сличних реченица између српског и хрватског jезика (табела 2). Ово
указуjе да jе кључ за добро угњежђивање реченица претходно обучавање
модела за jезике коjи се испитуjу.

Дакле, за угњежђивање реченица на српском jезику наjбољи су
модели претходно обучени на довољно великом скупу реченица српског
jезика, али ако се обрађуjу и реченице на хрватском, модели коjи су
обучавани и на српском и на хрватском имаjу предност. Са друге стране,
модели засновани на XLM-R архитектури коjи су унапред обучени на
сто светских jезика поново показуjу наjлошиjе резултате, вероватно због
великог шума коjи разнолики скуп за обучавање производи.

Слика 3. Тачност модела на задатку угнежђивања према величини тих
модела (лево), као и према величини скупова за обучавање модела (десно).
Приказана крива тренда одговара логаритамскоj функциjи.

На слици 3 приказан jе утицаj величине модела и скупова за
обучавање на перформансе на овом задатку, а линиjе тренда указуjу да
се са повећањем и модела и скупа за обучавање перформансе смањуjу.
Утицаj величине скупа може донекле бити приписан претходно описаном
феномену коjи погађа XLM-R архитектуру. Ипак, када jе у питању
утицаj величине модела, постоjе додатни индикатори да су мањи модели
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бољи за оваj задатак када jе у питању обрада вишеjезичних текстова.
Тако jerteh/jerteh-81 надмашуjе jerteh/jerteh-355 на задатку утврђивања
сличности између реченица на српском и хрватском jезику. Разлог може
бити то што jе мањи модел, услед недостатка у величини, слабиjе
прилагођен српском jезику (model underfit), али зато има предност
приликом генерализациjе.

5.3 Низводни задаци

За разлику од евалуациjе на узводним задацима, на низводним
задацима резултати коjе постижу модели много су сличниjи. На
задатку обележавања врстом речи (T3) готово сви модели остваруjу
добре резултате (табела 4), укључуjући и оне засноване на XLM-R
архитектури. Штавише, classla/xlm-r-bertic и xlm-roberta-large два су од
четири модела коjи остваруjу наjбоље резултате (друга два модела су
classla/bcms-bertic и jerteh/jerteh-355 ).

Заjедничко за ова четири модела jе да су или наjвећи модели или
модели коjи су обучавани на наjвећим скуповима података. Позитивна
корелациjа између перформанси и величине модела, као и између
перформанси и величине скупова за обучавање уочава се и на слици 4.

Слика 4. Перформансе модела на задатку обележавања врстом речи према
величини тих модела (лево), као и према величини скупова за обучавање
модела (десно). Приказана крива тренда одговара логаритамскоj функциjи.

Корелациjа између величине скупа за обучавање jош jе очигледниjа у
случаjу препознавања именованих ентитета (слика 5). Наjбоље резултате
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на овом задатку (T4) остварила су два модела са наjвећим скуповима за
обучавање, док jе поново приметна и успешност XLM-R модела, као и
код претходног задатака. Величина модела такође показуjе тек незнатну
позитивну корелациjу.

Слика 5. Перформансе модела на задатку препознавања именованих ентитета
према величини тих модела (лево), као и према величини скупова за обучавање
модела (десно). Приказана крива тренда одговара логаритамскоj функциjи.

5.4 Закључак

Када jе у питању моделирање маскираног jезика, чини се да развоj
нових модела за српски jезик иде у правом смеру. Модел jerteh/jerteh-
355 остваруjе убедљиво наjбоље резултате, барем када jе у питању
рад са висококвалитетним текстовима, чак и када су маскирани
токенизаторима других модела (табела 1). Премда повећање скупа
података за обучавање повољно утиче на перформансе модела (слика 2),
не треба занемарити ни квалитет скупа jер модели jerteh/jerteh-
355 и jerteh/jerteh-81 надмашуjу моделе Andrija/SRoBERTa-F и
Andrija/SRoBERTa-XL обучене на већим скуповима, указуjући да веб-
корпуси можда нису увек довољни за обучавање добрих модела.
Оваj закључак jе у складу са закључком из jедног другог недавног
истраживања (Li et al. 2023); ипак, ново истраживање би требало да
у скуп за евалуациjу уврсти и нелитерарне изворе, како би се добила
свеобухватниjа слика стања.
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На задатку израчунавања сличности између реченица, тj.
угнежђивања реченица, истакли су се модели као што су
Andrija/SRoBERTa-F и Andrija/SRoBERTa-XL, за коjима сасвим
мало заостаjу Andrija/SRoBERTa-L, jerteh/jerteh-81 и jerteh/jerteh-355,
када су у питању реченице на српском jезику (табела 3). Оно што
издваjа ове моделе jе да су мањи у односу на друге моделе и да су
обучавани на већем скупу, па изгледа да jе за оваj задатак кључна
генерализациjа, дакле, већи скупови података (или можда мањи
модели). Такође, када jе у питању обрада реченица ширег jезичког
спектра (нпр. jужнословенски jезици) било би потребно да се реченице
из комплетног спектра укључе у скуп за обучавање или, боље, да се
речник прилагоди за мапирање ширег спектра токена, па самим тим и
за правилну векторизациjу ових реченица. Ново истраживање на ову
тему требало би да истражи и модерниjи начин векторизациjе реченица,
на пример, коришћењем архитектуре трансформера реченица (sentence
transformers) (Reimers and Gurevych 2019).

У случаjу оба узводна задатка, тачност коjу остваруjу модели
засновани на XLM-R архитектури много jе нижа у односу на тачност
модела заснованих на RoBERTa архитектури. У случаjу првог задатка
(T1) то се може обjаснити њиховим већим речником токена (па jе
самим тим и избор одговараjућег токена тежи). Ипак, такво обjашњење
не би било адекватно и за други задатак (T2). Са друге стране
модели засновани на XLM-R архитектури показали су се као наjбољи
(уз малу маргину) на низводним задацима, пре свега на задатку
препознавања именованих ентитета (T4). Чини се да jе за успешно
решавање овог задатка наjбоље да се модел током обучавања сусретне
са наjразличитиjим броjем токена, али побољшања доноси и додатно
обучавање на српским текстовима. Изгледа да би за унапређење
перформанси тренутно било оптимално дообучавање XLM-RoBERTa-
large модела коришћењем што већег и квалитетниjег скупа текстова на
српском jезику. Када jе у питању обележавање врстом речи, изгледа да
би било коjи нови модел био адекватан за решавање овог задатка.

Захвалница

Наjважниjе скупове података за обучавање модела GPT2-orao,
GPT2-vrabac, jerteh-81 и jerteh-355 обезбедило jе Друштво за jезичке
ресурсе и технологиjе.12
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Рачунарске ресурсе за обучавање модела GPT2-orao и GPT2-
vrabac обезбедила je Национална платформа за вештачку интелигенциjу
Србиjе.

Рачунарске ресурсе за обучавање модела jerteh-81 и jerteh-355
обезбедио jе Рударско-геолошки факултет Универзитета у Београду.

Истраживање jе спроведено уз подршку Фонда за науку Републике
Србиjе, #7276, Text Embeddings – Serbian Language Applications –
TESLA.
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1. Увод

Интеграциjа jезичких ресурса jедна jе од главних тема у савременим
истраживањима у вези са jезичким технологиjама. У порасту jе
примењивање приступа вођеног подацима (енгл. data-driven approach)
ради побољшаних могућности аутоматизациjе обраде података. Приступ
вођен подацима jе методологиjа коjа се ослања на анализу и
тумачење података као основе за доношење одлука и решавање
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проблема. Уместо интуициjе, искуства или претходних теориjских
знања, приступ вођен подацима користи конкретне, обjективне и
мерљиве информациjе добиjене из података. Оваj приступ jе изузетно
популаран у научним дисциплинама, попут лингвистике, медицине,
различитих информатичких технологиjа (Kitanović et al. 2021). У овом
раду представићемо истраживање могућности убрзања и побољшања
традиционалног приступа изради речника кроз пример развоjа
двоjезичног речника фудбалских термина. Традиционални приступ
креирања речничких чланака, тачниjе писања jедног по jедног, наjчешће
у алфабетском или азбучном редоследу, ослања се на анализу грађе у
виду корпуса или ексцерпираних примера уз коришћење референтних
речника за сваки поjединачни термин. Помоћу технологиjа рачунарске
лингвистике процес се убрзава и аутоматизуjе. Наиме, чланци се не
обрађуjу секвенциjално, већ jе примењен приступ вођен подацима и
паралелном обрадом већег скупа података одjедном.

Берг и Оландер (Bergh and Ohlander 2019) уочили су да jе у XX
веку речи фудбалске терминологиjе постале присутниjе, а неки термини
су постали уобичаjени у говору навиjача. Jезик фудбала jе у сталноj
промени, прилагођава се догађаjима у самоj игри и око ње. Због свог
значаjа и велике медиjске присутности, фудбал као „народна игра“ утиче
на то да енглески речници опште намене укључуjу фудбалске термине
као део општег jезика.

Дигитални речници имаjу броjне предности у односу на
традиционалне, штампане речнике. Фуертес-Оливера и Тарп (Fuertes-
Olivera and Tarp 2014) сматраjу да jе идеално решење за изазове
новог доба управо онлаjн – дигитално издање речника. Прва и кључна
предност речника доступног на интернету jе брзина претраге речи
или фраза, будући да се у штампаним речницима странице мораjу
ручно прелиставати. Друга важна предност jесте могућност сталног
ажурирања, насупрот штампаним речницима коjи могу застарети током
времена. Дигитални речници омогућаваjу прилагођавање врсте фонта,
величине слова и других параметара како би задовољили потребе
корисника, а могу садржати и додатне информациjе, попут детаљно
обjашњене етимологиjе и изговора речи. Доступност путем мобилних
апликациjа или рачунарских платформи омогућава корисницима
приступ речнику било када и било где. Интерактивни елементи као
што су хиперлинкови и мултимедиjални садржаjи чине искуство
учења jезика динамичниjим. Такође, дигитални речници често садрже
директну претрагу унутар текста речничког чланка, што jе корисно за
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брзо проналажење значења или информациjа о одређеноj речи док се
чита неки текст.

Интегрисање речника у дигиталне платформе за учење jезика
омогућава праћење напредовања у знању jезика кроз прављење личних
листа речи и чувања бележака, као креирање картица за подсећање и
других алата коjима се олакшава учење jезика. Интегрисање речника
са корпусима текстова jе веома значаjно и стога што корисници могу
да уче из конкретних примера њихове употребе – било да су у питању
поjединачне речи, фразе или конструкциjе.

Насупрот светскоj пракси, у Србиjи штампани речници и даље имаjу
већи степен употребе односу на дигиталне, услед осећаjа аутентичности
искуства или навика употребе. У савременом добу, дигитални речници
постали су неопходан алат за оне коjи уче и користе стране jезике.
Не треба заборавити да jе из дигиталног облика речника могуће
припремити за штампу више различитих облика и обима речника, у
различитим форматима, са разним нивоима детаљности и већим броjем
речничких чланака.

Речник фудбалске терминологиjе коjи представљамо у раду jе
дигитални речник намењен и људима и машинама; тачниjе, софтверским
апликациjама и део jе ширег истраживања и изградње првог дигиталног
фудбалског речника на српском jезику, са преводима на шпански jезик.
У контексту истраживања насталог као део докторске дисертациjе
Jелене Лазаревић под називом: „Jезичке одлике дискурса нових медиjа
о фудбалу: контрастивна анализа на корпусу српског и шпанског
jезика.“ Нагласак jе на спрези техника рачунарске лингвистике, као и
примени технологиjа семантичке мреже, како би се задовољиле потребе
поjединца и корисника, али и машине, односно софтверских алата као
алтернативних корисника речника.

Речник jе намењен спортским радницима: спортистима, тренерима,
судиjама, професорима, студентима, новинарима, као и свима онима коjи
желе да овладаjу прецизниjом интерпретациjом фудбалских термина.
Оваj рад се посебно фокусира на српски део двоjезичког српско-
шпанског речника фудбалских термина.

У одељку 2. овог рада биће сагледана два начина издваjања
информациjа потребних за изградњу речника: аутоматска ексцерпциjа
из корпуса срФудКо кандидата за термине, фреквенциjа и примера
употребе (Krstev et al. 2015; Ivanović et al. 2022) и екстракциjа
информациjа из постоjећих речника и глосара доступних онлаjн (Ki-
tanović et al. 2021).
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2. Припрема података за изградњу речника

Корпус срФудКо (Lazarević et al. 2023) изграђен jе од новинских
чланака о фудбалу на српском jезику коjи су прикупљени са пет
српских дигиталних новинских саjтова: Б92, Блиц, Мондо, Политика и
Спорт Клуб. Чланци су аутоматски преузети коришћењем различитих
техника за прикупљање података са интернета, након чега jе уследила
дедупликациjа текстова, елиминисање кратких чланака (краћих од 3.000
карактера), реченица на другим jезицима и табела коjе садрже само
нумеричке резултате. Након филтрирања чланака и чишћења текста,
креиран jе корпус срФудКо коjи садржи 10.100.553 токена, од коjих
су 8.618.426 речи, док остатак чине знакови интерпункциjе. Садржаj
корпуса jе анотиран врстама речи и лематизован коришћењем тагера за
српски jезик SrpKor4Tagging-TreeTagger (Stanković et al. 2020; Stanković,
Škorić, and Šandrih Todorović 2022).

Корпус срФудКо jе затим коришћен за ексцерпциjу информациjа.
Први резултат аутоматске ексцерпциjе из корпуса jе листа кандидата
речи, праћена фреквенциjама поjављивања у корпусу. Затим су
издвоjени илустративни примери употребе поjединих термина. У првоj
фази су екстраховани, евалуирани и обележени jедночлани термини,
а уследила jе примењена екстракциjа вишечланих термина (Krstev et
al. 2015) наjчешћих синтаксичких образаца, заснована на морфолошким
речницима српског jезика и локалним граматика (Krstev 2008). Осим
фреквенциjа, за jедночлане термине jе рачуната и кључност1 (енгл. кey-
ness) термина, где су поређене фреквенциjе у корпусу са фреквенциjама
у корпусу савременог српског jезика СрпКор2013 (Утвић 2011). Када су
у питању вишечлани термини коришћене су комплексниjе асоциjативне
мере Т-Score, CValue, и друге (Vu, Aw, and Zhang 2008). Детаљи ове фазе
развоjа речника су описани у раду: Football terminology: compilation and
transformation into OntoLex-Lemon resource (Lazarević et al. 2023).

Када jе реч о екстракциjи информациjа из постоjећих речника и
глосара доступних на интернету, преузети су речници различитог типа
и нивоа детаљности. Уместо да се за сваки чланак поjединачно користи
речник, планирано jе укрштање, усклађивање и обрада свих извора како
би се олакшала и убрзала изградња савременог фудбалског речника
богатог информациjама.

Интеграциjа података се ослањала на више извора, али главну
улогу су имали: 1) четвороjезични речник, српско-енглеско-

1. https://www.sketchengine.eu/documentation/simple-maths/
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француско-шпанска листа термина (Mihajlović 2003) и 2) Kick-
tionary2 (Schmidt 2009) заснован на концепту семантике оквира по
узору на FrameNet3 (Fillmore et al. 2003). Семантика оквира jе теориjа
значења коjа се фокусира на концептуалне структуре (оквире) коjе
представљаjу позадину потребну за разумевање речи и израза у
различитим контекстима. Ови оквири укључуjу повезане елементе и
односе коjи се активираjу приликом употребе неке речи или израза,
омогућаваjући боље разумевање њиховог значења и контекста. Оквири
и лексичке jединице на енглеском су укрштене са енглеском страном
четвороjезичног речника како би се обогатила српска страна речника
семантичким оквирима.

С обзиром на чињеницу да ниjедан српски речник фудбалске
терминологиjе нема описне дефинициjе поjмова, а имаjући у виду
напредак машинског превођења, зарад брже израде речника, коjи jе
предмет истраживања, користили смо глосаре фудбалске терминологиjе
на енглеском и шпанском jезику и то полуаутоматском обрадом.
Осим речника Kicktionary, коjи такође садржи одређене дефинициjе,
коришћени су и речници доступни у тренутку обраде. Неопходно jе
напоменути да су неки од речника у међувремену постали недоступни
на раниjе познатим адресама:

– Глосар Field4 са 900 наjчешће коришћених термина организован
jе кроз илустроване сценариjе. Изворни jезик jе португалски
а садржи еквиваленте на енглеском и шпанском, заjедно са
примерима употребе. Поглед на речник омогућен jе кроз листу
фудбалских термина и кроз сценариjе. Хомонимиjа и полисемиjа
jе имплементирана кроз одвоjене речничке чланке и генерално
jе структура инспирисана концептима семантике оквира. Анализа
полисемичних речи и колокациjа у корпусу укључила jе, поред
осталих фаза, компилациjу триjу упоредивих корпуса за шпански,
португалски и енглески.

2. http://www.kicktionary.de/ вишеjезички лексикон коjи обухвата поjмове и
њихове дефинициjе везане за фудбалске утакмице, тактике, играче, и опрему,
са циљем да олакша учење и разумевање фудбалске терминологиjе кроз
визуелизациjе и обjашњења.

3. FrameNet jе лексичка база података коjа документуjе семантичке оквире
и како они повезуjу речи са њиховим значењима у различитим контекстима.

4. раниjе доступан на http://dicionariofield.com.br/, видети https://www.
facebook.com/dicionariofield
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– Фудбалски глосар UEFA5 коjи смо користили има укупно 8.086
речничких чланака, од тога на немачком 1.893, на енглеском 2.306 и
на шпанском 1.887.

– Фудбалски глосар UsingEnglish6 као део речника коjи садржи
различите домене има свега 74 речничка чланка за фреквентне
одреднице.

– Деветоjезични речник7 упарених фудбалских термина има 77
термина са преводним еквивалентима на енглеском, немачком,
француском, шпанском, италиjанском, португалском, пољском,
руском и украjинском.

Речник ФудЛе настао на основу докторске дисертациjе Jелене
Лазаревић садржи сада 2.648 српско-шпанских преводних еквивалената
коjима су придружене врсте речи и фреквенциjе у корпусу срФудКо, при
чему 93 речничка чланка имаjу и придружену дефинициjу. У српском
делу речника jедночланих термина има 990, двочланих има 966, са три
компоненте 369, са четири 200, а са пет и више има 123. Повезивање са
семантичким оквирима речника Kicktionary jе урађено за 142 лексичке
jединице. Након екстракциjе терминолошких фраза из корпуса срФудКо,
ручне евалуациjе и обележавања доменских маркера: да ли jе у питању
спортски термин или jе у питању термин карактеристичан за фудбалски
домен, добиjена jе листа од 1.943 термина коjима су придружени код
синтаксичке групе, фреквенциjа и мере асоциjациjе.

3. Компилациjа и трансформациjа речника у
OntoLex модел

Употреба модела лексикона за онтологиjе OntoLex-Lemon,8 краће
OntoLex-а (LExicon Model for ONtologies) (McCrae et al. 2017), у порасту
jе када jе у питању имплементациjа лексичких ресурса као скупа
повезаних података на интернету. Одреднице, без обира на то да ли
се односе на jедночлане или вишечлане термине из домена фудбала,
заjедно са резултатима екстракциjе из корпуса срФудКо (фреквенциjе и

5. раниjе доступан на https://www.uefa.com/insideuefa/dictionary/
6. https://www.usingenglish.com/glossary/football-vocabulary/
7. https://www.uefa.com/MultimediaFiles/Download/competitions/General/

01/80/75/52/1807552_DOWNLOAD.pdf
8. https://www.w3.org/2016/05/ontolex/,https://jogracia.github.io/

ontolex-lexicog/
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примери), обогаћени информациjама преузетим и обрађеним из речника
и глосара, представљени су коришћењем модела OntoLex.

Поред превода, речнички чланак указуjе на врсту речи поjединачне
одреднице, и потенциjално граматичка своjства. Додатне информациjе
о термину у виду дефинициjе значења, везе ка концептима у другим
ресурсима, попут база знања, онтологиjа или лексичких база значаjне
су кориснику ради бољег разумевања конкретног термина. Контекст
употребе кроз изабране примере екстраховане из корпуса уз фреквенциjе
поjављивања у корпусу треба да пружи додатне информациjе и
употпуни терминолошку слику.

Треба напоменути да су прве употребе Lemon, а потом и OntoLex-
Lemon модела за српски jезик повезане са прављењем лексичке базе
Лексимирка9 (Stanković et al. 2018) и превођење система електронских
речника за српски (Krstev 2008) у релациону базу (Руjевић 2022). У раду
се користи модел OntoLex за моделирање RDF10 (енгл. Resource Descrip-
tion Framework), односно представљања лингвистичких описа лексичких
jединица из генерисаног речника уз проширење лексичког слоjа, како
би се обезбедило њихово повезивање и машинска разумљивост на
интернету. OntoLex модули су уведени кроз примере имплементациjе,
почевши са основним (ОntoLex ) модулом коjи дефинише лексичке
jединице, облике речи и лексичка значења. Модул vartrans11 има две
важне класе: Translation и TranslationSet, где превод представља везу
између дваjу лексичких значења, повезаних са лексичким jединицама
на различитим jезицима. LexInfo12 онтологиjа типова, вредности
и своjстава користи се као каталог категориjа података (нпр. за
означавање граматичког рода, броjа, врсте речи итд.).

Категориjе превода су представљене упућивањем на екстерни
каталог OEG Translation Categories.13 Други често коришћени речници,
као што jе Dublin Core, DCMI Metadata Terms,14 користе се за
метаподатке о изворима, ауторству, верзиjи или лиценци. За моделирање
следиле су се препоруке и приступи дати у смерницама Guidelines for

9. https://leximirka.jerteh.rs/
10. https://www.w3.org/RDF/
11. https://www.w3.org/2016/05/ontolex/#variation-translation-vartrans
12. https://lexinfo.net/, https://github.com/ontolex/lexinfo
13. http://purl.org/net/translation-categories
14. http://purl.org/dc/elements/1.1/
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Linguistic Linked Data Generation: Bilingual Dictionaries (v2.0)15 (Ŕıo
Gracia et al. 2023), и низу смерница „Guidelines and best practices for
LLOD“.

Према наведеним препорукама, двоjезични речник се организуjе тако
да су поjединачни jезици и одвоjени RDF графови, коjи се потом повезуjу
додатним графом коjи садржи везе између преводних еквивалената.
Генерисани речник се састоjи из четири графа, односно скупа података:

– Изворни лексикон, у овом случаjу српски,
– Циљни лексикони, у овом случаjу шпански,
– Скуп преводних еквивалената (енгл. TranslationSet).

Приступ коришћења ресурса припремљених у претходним фазама
(леви и доњи део слике) и модели коришћени за трансформисање у RDF
облик (десни део слике) илустровани на слици 1, тако да се на излазу
добиjа српско-шпански двоjезични речник ФудЛе чиjи су речнички
чланци обогаћени броjним информациjама.

Слика 1. Графички приказ интеграциjе jезичких података из различитих
ресурса у речник ФудЛе.

15. https://www.w3.org/community/bpmlod/wiki/Guidelines_and_best_
practices_for_LLOD
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OntoLex-FrAC модул (Chiarcos et al. 2020) коришћен jе да у
речник фудбалске терминологиjе укључи информациjе о фреквенциjама
поjављивања у корпусима, примере употребе термина у контексту
и колокациjама екстрахованим из корпуса срФудКо. Аутоматски
екстраховани термини, коjи су затим ручно евалуирани и обележени
етикетама за домен спорт или фудбал, допуњени су флективним
облицима коjи се даље трансформишу у модел OntoLex. Даље
су термини повезани са примерима из корпуса коjи су одабрани
коришћењем GDEX16 (Good Dictionary Examples) алгоритма(Kilgarriff
et al. 2008).

Морфолошки речник вишечланих термина jе направљен
коришћењем алата LeXimir (Stanković et al. 2011), а затим jе
трансформисан апликациjом коjа прати OntoLex спецификациjе и
обjављене примере (Chiarcos, Fäth, and Ionov 2022). Граматичке
информациjе, морфосинтаксичка своjства облика речи дате су у
складу са LexInfo вокабуларом. У наредним одељцима представљамо
употребу основног модула модела OntoLex и модула за фреквенциjе
OntoLex-FrAC, примере употребе и остале информациjе засноване на
корпусу (Chiarcos et al. 2022).

3.1 Jезгро речника ФудЛе

Корпус срФудКо jе латинични, стога jе и речник ФудЛе написан
латиничним писмом. Пример термина: „фудбалска утакмица“ jе
приказан у раду (Lazarević et al. 2023), док у овом раду даjемо пример
приказа термина „жути картон“ у моделу OntoLex, коjи jе проширен
додатним информациjама о значењу и релациjама ка другим ресурсима
и jезицима. Жути картон се дефинише као упозорење коjе судиjа
упућуjе играчу због неспортског понашања. Судиjа жутим картоном
санкционише играча за фаул у случаjу када понашање играча не
приказуjе тежину прекршаjа коjи заслужуjе црвени картон, као што jе
туча или фаул са намером да повреди противника. Оваj термин постоjи
и у српском морфолошком речнику SrpMD сложених речи (Krstev and
Vitas 2009) у облику DELAC записа (Savary, Krstev, and Vitas 2007), а
његов изворни запис jе:

žuti(žut.A8:adms1g) karton(karton.N1:ms1q),
NC_AXN+DOM=Sport+Comp+Conc

16. https://www.sketchengine.eu/documentation/manual-for-gdex/
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Коначни трансдуктор NC_AXN генерише флективне облике за
морфолошке електронске речнике сложених речи, где NC означава
именичку колокациjу, а AXN приказуjе колокациjу облика придев-
именица, где се придев слаже са именицом по свом граматичком броjу,
роду, падежу и аниматности. За компоненте коjе трансдуктор укључуjе,
захтеваjу се информациjе о леми (жути и картон), трансуктору
(А8 и N1) за поjединачне компонентне колокациjе и вредности за
граматичка своjства (adms1g и ms1q). Граматичка своjства су следећа:
а - позитиван степен, d - одређени (дуги) облик, m - граматички
мушки род, s - jеднина, 1 - номинатив, g - аниматност ниjе од
значаjа, q - неживо. Већина граматичких своjстава се лако пресликава
у онтологиjу LexInfo, али опциjа када аниматност ниjе од значаjа ниjе
предвиђена. Имаjући у виду да се термин: „жути картон“ може наћи
у неколико терминолошких речника, коришћењем модела OntoLex, овоj
лекскикализованоj колокациjи додељуjемо и њено специфично значење.

Део модела података базе података система LeXimirka,
имплементиране у MS SQL Серверу (Stanković et al. 2018; Руjевић
2022), приказан jе на слици 2 коjа приказуjе табеле за лексичке
jединице (LexicalEntry) и флективне облике (Form), као и компоненте
за вишечлане речи (Component). Jедна од улога система LeXimirka jе
генерисање флективних облика и њихових граматичких информациjа,
за jедночлане и вишечлане термине речника ФудЛе. Граматичке
информациjе су повезане са флективним облицима кроз категориjе
података (DataCategories) и њихове вредности (DatCatValues). Систем
jе опремљен метаподацима коjи се односе на повезане информациjе
између категориjа података у српским морфолошким речницима и
речнику LexInfo. Jедна лексичка jединица може имати више значења,
сачувана у табели LexicalSense, коjа поjединачне категориjе прикупља
преко функциjе SenseProperties из каталога DataCategories.

Запис на слици 2 приказуjе колокациjу „жути картон“, где се назив
лексичке jединице le_zxuti_karton_216263 састоjи од префикса le коjи
потиче од LexicalEntry, самог термина, односно колокациjе: „жути
картон“ и примарног кључа 216263 у табели LexicalEntry базе података
LeXimirka. Када су у питању компоненте, слично се бира префикс cm
да обележи записе коjи долазе из табеле Component, док префикс fm
означава записе из табеле Form. Напоменимо да се за поjедина слова
мењаjу према кодирању Аурора (Vitas 1979) коjи jе осмислио проф. др
Душко Витас како би се обезбедило jеднозначно ASCII кодирање коjе jе
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Слика 2. Диjаграм базе података у MS SQL Серверу са повезаним табелама
и примером експортованих података у OntoLex.

погодно за називе обjеката скупа података, док се литерали, тj. писани
облици, кодираjу коришћењем кодне шеме UTF-8.

За лексичку jединицу :le_zxuti_karton_216263 видимо да припада
класи ontolex:LexicalEntry и да jе у питању вишечлани термин (on-
tolex:MultiwordExpression), коjу наводимо у канонском облику, односно
као лему (ontolex:canonicalForm). Затим се наводи писани облик леме,
уз податак да jе у питању именица. Када jе значење у питању, упућуjе
се на два екстерна ресурса. Први jе база знања Википодаци (Wikidata)
коjа има одговараjући ставку „жути картон“ чиjи jе код Q1048067 и
целокупна URL адреса: https://www.wikidata.org/wiki/Q1048067. Има
преводне еквиваленте на 38 jезика, па осим лексикализациjе у српском,
такође има и шпански превод: “tarjeta amarilla”.

:le_zxuti_karton_216263 a ontolex:LexicalEntry,
ontolex:MultiwordExpression, ontolex:canonicalForm
[ontolex:writtenRep "žuti karton"@sr];
lexinfo:partOfSpeech lexinfo:noun;
ontolex:denotes <https://www.wikidata.org/wiki/Q1048067>.
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decomp:constituent :cm_zxuti_10574, :cm_karton_10575;
rdf:_1 :le_zxut_86508;
rdf:_2 :le_karton_8815.

# komponente kanonskog oblika
:cm_zxuti_10574 a decomp:Component;

decomp:correspondsTo :le_zxut_86508;

morph:grammaticalMeaning [
lexinfo:degree lexinfo:positive;
lexinfo:gender lexinfo:masculine;
lexinfo:number lexinfo:singular;
lexinfo:case lexinfo:nominative].

...

Припадаjући део на шпанском jезику можемо видети у наставку:

:le_tarjeta_amarilla_10001 a ontolex:LexicalEntry,
ontolex:MultiwordExpression, ontolex:canonicalForm
[ontolex:writtenRep "tarjeta amarilla"@es];
lexinfo:partOfSpeech lexinfo:noun;
ontolex:denotes <https://www.wikidata.org/wiki/Q1048067>;

decomp:constituent :cm_tarjeta_1, :cm_amarilla_2;
rdf:_1 :le_tarjeta_1;
rdf:_2 :le_amarillo_2.

3.2 Дефинисање значења у речнику ФудЛе

Класа ontolex:LexicalSense дефинише лексичко значење лексичке
jединице када се тумачи као да се односи на одговараjући онтолошки
елемент. Лексичко значење представља реификациjу или опредмећење
упаривања лексичке jединице и онтолошке целине на коjу се односи.
Веза између лексичке jединице и онтолошког ентитета преко обjекта on-
tolex:LexicalSense имплицира да се лексичка jединица може користити
за упућивање на задати онтолошки ентитет.

Идеjа прецизниjег повезивања лексикона FrameNet и OntoLex модела
приказана jе у (Robin, Kulkarni, and Buitelaar 2023). Код дефинисања
лексичких jединица показано jе да се могу користити за означавање
одређеног онтолошког предиката, коришћењем своjства: ontolex:denotes.
Дакле, лексичка jединица означава предметну класу или онтолошки
елемент. Уз то jе могуће представити евокациjу одређеног менталног
концепта од задате лексичке jединице, коjа се не односи на класу са
формалном интерпретациjом у неком моделу. Класа лексички концепт
(ontolex:LexicalConcept) представља менталну апстракциjу, концепт или
jединицу мишљења коjа се може лексикализовати, тако да класа
ontolex:LexicalConcept представља поткласу елемента skos:Concept.
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Дефинициjе се додаjу лексичком концепту као глоса и то коришћењем
своjства skos:definition.

Истражуjући изградњу семантичког речника фудбала, ослањаjући се
на корпус из фудбалског домена, Wu i Li (Wu and Li 2017) користили
су Word2Vec (Mikolov et al. 2013) ради обучавања векторског модела за
речи у корпусу. Комбинуjући статистички алгоритам TF-IDF и векторе
речи, одређивали су концепте карактеристичне за фудбалски домен.
За листу термина из области фудбала израчунали су растоjања од
речи у векторском моделу и издвоjили три наjближе речи, то jест,
термина са вишом вредношћу косинуса као синониме за улазну реч за
изградњу семантичког речника. Показали су да постоjећи семантички
речници, као што jе WordNet, не одговараjу потребама поjединих домена
зато што jе семантичка грануларност речи мања. Дакле, потребно jе
направити семантички речник коjи за jедан поjам повезуjе синониме, као
и подређене и надређене поjмове и дефинициjе на различитим jезицима.
Тиме се добиjа семантички речник коjим се имплементира семантичко
претраживање текстова из фудбалског домена.

Креирали смо сопствени идентификатор концепта на основу
прикупљених ресурса. Речник UEFA, са терминима и дефинициjама
jе узет као узор за дефинисање концепата. Конкретно, пример jе
:ct_yellow_card_1, где jе ct скраћено од “concept”, потом jе узет енглески
термин и додат идентификатор (ради jеднозначности) и уместо размака
се користи доња црта “_”.

:conceptLexicon a ontolex:ConceptSet .
:le_zxuti_karton_216263 ontolex:evokes :ct_yellow_card_1.
:le_tarjeta_amarilla_10001 ontolex:evokes :ct_yellow_card_1.

:ct_yellow_card_1 a ontolex:LexicalConcept ;
ontolex:LexicalisedSense :sn_zxuti_karton_216263, :sn_tarjeta_amarilla_10001;
ontolex:isConceptOf <https://www.wikidata.org/wiki/Q1048067> ;
skos:definition "Disciplinska sankcija koju sudija izriče tokom utakmice

protiv igrača zbog kršenja Pravila igre, posebno zbog lošeg ponašanja u
sportu ili odlaganja ponovnog početka igre."@sr;

skos:definición "Sanción disciplinaria impuesta durante un partido por el
árbitro a un jugador por infracción de las Reglas de Juego, en particular
por mala conducta deportiva o por retrasar la reanudación del juego."@es;

ontolex:isEvokedBy :le_zxuti_karton_216263, sn_tarjeta_amarilla_10001;
skos:inScheme :FudLe .

Имаjући у виду да се за ontolex:LexicalSense може везати глоса
коjа представља специфичности коришћења употребом своjства on-
tolex:usage. Наиме, интерпретациjа лексичке jединице у односу на
значење дефинисано у датоj онтологиjи jе често прилагођено условима
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употребе или прагматичним импликациjама, посебно због регистра,
конотациjа или вариjациjа у значењу. Ове ниjансе значења могу
се спецификовати коришћењем своjства, што омогућава прикупљање
информациjа о условима употребе и прагматичким импликациjама, под
коjима се лексички унос упућуjе на онтолошко значење.

Поменути услови употребе не уводе се уместо формално дефинисаног
значења, већ допуњуjу одговараjуће значење додатним информациjама
коjе описуjу употребу лексичке jединице. У случаjу речника ФудЛе
додатне дефинициjе прикупљене из различитих извора, екстраховане из
корпуса или директно написане, уписиване су на оваj начин.

:sn_zxuti_karton_216263 a ontolex:LexicalSense ;
ontolex:reference <http://www.kicktionary.de/LUs/Sanction/LU_1240.html>;
ontolex:isLexicalizedSenseOf :ct_yellow_card_1 ;
ontolex:isSenseOf :le_zxuti_karton_216263 ;
ontolex:usage [ rdf:value "Žuti karton koji sudija vadi iz svog džepa da bi pokazao

igraču koji je uradio nešto prilično loše, kao što je loš faul ili igranje rukom,
ali ne tako loš kao prekršaj crvenog kartona kao što je tuča. Žuti karton često
ide zajedno sa drugom kaznom kao što je slobodan udarac. Dva žuta kartona na jednom
meču znače crveni karton, a dva žuta u odredenom periodu suspenziju."@sr ].

:sn_tarjeta_amarilla_10001 a ontolex:LexicalSense ;
ontolex:reference <http://www.kicktionary.de/LUs/Sanction/LU_1240.html> ;
ontolex:isLexicalizedSenseOf :ct_yellow_card_1 ;
ontolex:isSenseOf :le_tarjeta_amarilla_10001 ;
ontolex:usage [ rdf:value "La tarjeta amarilla se muestra a un jugador por acciones

como faltas fuertes o tocar el balón con la mano. Puede ir acompañada de sanciones
como tiros libres. Dos tarjetas amarillas en un partido significan una roja, y dos
en un perı́odo llevan a suspensión."@es ].

3.3 Имплементациjа фреквенциjа и примера у речнику
ФудЛе

Документациjа за модул OntoLex и информациjе о фреквенциjама,
примерима употребе у контексту и другим корпусним информациjама
“Frequency, Attestations and Corpus data” (FrAC) налази се на
линку (Chiarcos et al. 2022; Chiarcos et al. 2020). Модул FrAC jе
усмерен на допуну речника и других лингвистичких ресурса коjи садрже
лексикографске податке моделом за репрезентациjу статистике изведене
из корпуса: информациjе о учесталости и поjављивању, колокациjе,
показивачима из лексичких ресурса на корпусе и друге текстуалне
колекциjе: потврде употребе у корпусноj грађи, обележавање корпуса
и других jезичких извора лексичким информациjама. лематизациjу
према речнику, и дистрибутивну семантику, односно векторе колокациjе,
ембединге речи, значења и поjмова.
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Модул се бави случаjевима коришћења у лексикографиjи заснованоj
на корпусу, корпусноj лингвистици и обради природног jезика, у
комбинациjи са основним и другим OntoLex модулима.

Помоћна класа :SrFudKo дефинисана jе да обезбеди лакше руковање
и краћу анотациjу. Упућивање на фреквенциjе су коришћене за корпус
срФудКо, обjављен на инстанци “noSketch” (Kilgarriff et al. 2014) коjу
одржава Друштво за jезичке ресурсе и технологиjе JеРТеХ.17

Уведена jе помоћна класа :SrFudKo_lemma_frek за фреквенциjу
свих облика конкретног термина, уз напомену да се термин може
састоjати од jедне или више компоненти. Мотив за увођење наведене
класе jе компактниjе кодирање jер се смањуjе понављање сегмената
кода. Поређење фреквенциjа са референтним општим корпусом српског
jезика СрпКор2021 (Krstev and Stanković 2023; Škorić and Janković
2024) обезбеђено jе кроз евидентирање фреквенциjа у том корпусу
коришћењем обjекта :SrpKor2021.

# korpus fudbala - srpski
:SrFudKo a owl:Class;

rdfs:subClassOf [a owl:Restriction;
owl:onProperty frac:observedIn ;

owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=SrFudKo>] .
:SrFudKo_lemma_freq rdfs:subClassOf frac:Frequency, :SrFudKo,

[a owl:Restriction; owl:onProperty dct:description; owl:hasValue "lemma frequency"].

# opšti korpus savremenog srpskog jezika
:SrpKor2021 a owl:Class;

rdfs:subClassOf [a owl:Restriction; owl:onProperty frac:observedIn ;
owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=SrpKor2021>] .

:SrpKor2021_lemma_freq rdfs:subClassOf
frac:Frequency, :SrpKor2021, [a owl:Restriction;

owl:onProperty dct:description; owl:hasValue "lemma frequency"].

# korpus fudbala - španski
:EsFudKo a owl:Class;

rdfs:subClassOf [a owl:Restriction;
owl:onProperty frac:observedIn ;

owl:hasValue <https://noske.jerteh.rs/#dashboard?corpname=EsFudKo>] .
:EsFudKo_lemma_freq rdfs:subClassOf

frac:Frequency, :EsFudKo, [a owl:Restriction;
owl:onProperty dct:description; owl:hasValue "lemma frequency"].

У наставку се илуструjу фреквенциjе лема у корпусу фудбала и
општег jезика за српски jезик. Напоменимо да jе jедан од фактора
одређивања термина (енгл. termhood) управо претходно поменути поjам
кључности (енгл. keyness) што се рачуна на основу фреквенциjа у ова
два корпуса. Дата су два могућа начина записивања фреквенциjа.

17. JеРТеХ
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# frekvencije na nivou leme (prvi način)
:le_zxut_86508 frac:frequency

[a :SrFudKo_token_freq; rdf:value "2313" ] .
:le_zxut_86508 frac:frequency

[a :SrpKor2021_token_freq; rdf:value "23377" ] .

# frekvencije na nivou leme (drugi način)
:le_zxut_86508 frac:frequency

:freq_SrFudKo_le_zxut_86508,
:freq_SrpKor2021_le_zxut_86508.

:freq_SrFudKo_le_zxut_86508
a :SrFudKo_token_freq; rdf:value "2313".

:freq_SrpKor2021_le_zxut_86508
a :SrpKor2021_token_freq;
rdf:value "23377".

# frekvencije na nivou leme za višečlanu reč
:le_zxuti_karton_216263 frac:frequency

:freq_SrFudKo_le_zxuti_karton_216263,
:freq_SrpKor2021_le_zxuti_karton_216263.

За шпански jезик даjемо примере фреквенциjа на корпусу есФудКо.
За CQL (Corpus Query Language) упит [lemma = "amarillo"] добиjа
се 1.517 поjављивања, при чему се следеће фреквенциjе jављаjу по
поjединачним облицима: amarilla (839), amarillas (244), amarillo (221),
amarillos (85), Amarillas (55), Amarilla (41), AMARILLAS (21), Amar-
illo (10) и AMARILLA (1). У речнику ФудЛе приказуjу се обjедињено
фреквенциjе, без обзира на мала и велика слова, дакле amarillas ће имати
244+55+21=320

# frekvencije na nivou leme (prvi način) španski
:le_amarillo_2 frac:frequency

[a :EsFudKo_token_freq; rdf:value "1517" ] .

# frekvencije na nivou leme (drugi način)
:le_amarillo_2 frac:frequency :freq_ESFudKo_le_amarillo_2.
:freq_ErFudKo_le_amarillo_2

a :EsFudKo_token_freq;
rdf:value "1517".

Апсолутне фреквенциjе добиjаjу се коришћењем CQL израза, док се
релативне фреквенциjе рачунаjу на милион речи – дељењем са укупним
броjем речи у корпусу и множе са милион. Када су у питању фреквенциjе
вишечланих елемената у српском, односно шпанском jезику, jедно од
могућих решења своjстава jе следеће (Lazarević et al. 2023):

:SrFudKo_mwe_freq rdfs:subClassOf frac:Frequency, :SrFudKo,
[owl:Restriction;

owl:onProperty dct:description;
owl:hasValue "mwe frequency"].
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:EsFudKo_mwe_freq rdfs:subClassOf
frac:Frequency, :EsFudKo,
[owl:Restriction;

owl:onProperty dct:description;
owl:hasValue "mwe frequency"].

У наставку су дати примери за фреквенциjе вишечлане леме „жути
картон“. На примеру корпуса срФудКо дато jе поjашњење и упити коjима
се долази до фреквенциjа.

Фреквенциjе лема се добиjаjу упитом
“[lemma="žut"][lemma="karton"]”, где осим претходно наведених
облика имамо и: „žuti kartoni“ (124), „žuta kartona“ (95), „žutih kartona“,
„žutog kartona“ (84), „žute kartone“ (62), „žutim kartonom“ (51), „žuti
kartoni“ (15),...

# mwe frekvencija lema
:le_zxuti_karton_216263

frac:frequency [a :SrFudKo_mwe_freq; rdf:value "1996"];
frac:frequency [a :SrpKor2021_mwe_freq; rdf:value "3192"];
frac:head :le_karton_8815 .

На шпанском jезику даjемо пример за претрагу по леми CQL упитом
[lemma = "tarjeta"][lemma = "amarillo"] коjи даjе 312 погодака: tarjeta
amarilla (214), tarjetas amarillas (75), Tarjetas amarillas (12), Tarjeta
amarilla (10), tarjeta amarillas (1). Када даjемо фреквенциjе рачунамо
неосетљивост на мала и велика слова.

# mwe lemma frequency za primer na španskom
:fm_tarjeta_amarilla_10001

frac:frequency [a :EsFudKo_mwe_freq; rdf:value "224"];
frac:head :le_tarjeta_1 .

:le_tarjetas_amarillas_10001
frac:frequency [a :EsFudKo_mwe_freq; rdf:value "87"];
frac:head :le_tarjeta_1 .

:le_tarjeta_amarillas_10001
frac:frequency [a :EsFudKo_mwe_freq; rdf:value "1"];
frac:head :le_tarjeta_1 .

Треба напоменути да jе могуће увођење поjединачног обjекта за
фреквенциjе, са коjим се затим повезуjу подаци:

# frekvencije za španski
:le_tarjeta_amarilla_10001 frac:frequency :freq_le_tarjeta_amarilla_10001.

4. Преводни еквиваленти у речнику ФудЛе

Као што jе претходно поменуто, Речник фудбалске терминологиjе
ФудЛе састоjи се од више различитих компонената, међу коjима овде
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представљамо: изворни, српски део лексикона, циљни, шпански део и
скуп превода (енгл. TranslationSet).

Оваква подела се природниjе уклапа у основну шему Ontolex и модул
vartrans. Као резултат, два независна jедноjезична лексикона на српском
и на шпанском jезику обjављуjу се као повезани скупови података,
заjедно са скупом превода коjи их повезуjе.

Обjављивање речника и за друге jезике jе могућ по истоj шеми.
Слика 3 илуструjе шему представљања коjа се користи за превод
лексичке jединице „играч“ са српског на шпански у „ jugador“, у контексту
основног простора имена речника ontolex и vartrans.

Слика 3. Моделирање превода коришћењем ОntoLex и vartrans.

Лексичка jединица (ontolex:LexicalEntry) и њена придружена
своjства се користе за додавање лексичких информациjа, док
их vartrans:Translation класа повезуjе путем лексичког значења
ontolex:LexicalSense. На пример: своjство писана форма (on-
tolex:writtenRep) повезуjе субjекат класе облик (ontolex:Form) и
обjекат „играч“ на српском jезику ili „ jugador“ на шпанском.

Постоjе и jедноставниjе могућности када се лексичке jединице
повезуjу, без дефинисања посредничког значења. Тада се користи
предикат vartrans:translatableAs. Међутим, преводни еквиваленти се
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успостављаjу између специфичних значења речи и коришћење класе var-
trans:Translation, као повезнице између два значења лексичких jединица
преко своjства ontolex:LexicalSense, омогућава да jасно представимо ову
чињеницу.

За публиковање речника одабран jе следећи образац URI
идентификатора: http://{domain}/{type}/{concept}/{reference}, где
{type} декларише тип ресурса коjи се идентификуjе. На пример:
‘id’ или ‘item’ за обjекте из реалног света; ‘doc’ за документе коjи
описуjу те обjекте; ‘def’ за концепте; ‘set’ за скупове података;
или ниска специфична за контекст, као што jе ‘authority’ или ‘dc-
terms’ (Archer, Goedertier, and Loutas 2012). Сличан приступ jе
коришћен за публиковање Српско-немачког речника SrpNemLex (An-
donovski 2023).

У случаjу ФудЛе су проjектована три скупа података:

– Скуп података изворног jезика (српски):
https://llod.jerteh.rs/id/fudle/lexiconSR

– Скуп података циљног jезика (шпански):
https://llod.jerteh.rs/id/fudle/lexiconES

– Скуп података преводних еквивалената (српско-шпански преводни):
https://llod.jerteh.rs/id/fudle/tranSetSR-ES

Следи пример за превод одредница "igrač"@sr i "jugador"@es где су
имена обjеката прилагођена лакшем разумевању креираних веза између
преводних еквивалената на нивоу значења речи.

# :lexiconSR a lime:Lexicon .
...
:lexiconSR lime:entry :lexiconSR/igracy-n-sr .
:lexiconSR/igracy-n-sr a ontolex:LexicalEntry ;

ontolex:lexicalForm :lexiconSR/igracy-n-sr-form ;
lexinfo:partOfSpeech lexinfo:noun .

:lexiconSR/igracy-n-sr-form a ontolex:Form ;
ontolex:writtenRep "igrač"@sr .

:lexiconES a lime:Lexicon .
...
:lexiconES lime:entry :lexiconES/jugador-n-es .
:lexiconES/jugador-n-es a ontolex:LexicalEntry ;

ontolex:lexicalForm :lexiconES/jugador-n-es-form ;
lexinfo:partOfSpeech lexinfo:noun .

:lexiconES/jugador-n-es-form a ontolex:Form ;
ontolex:writtenRep "jugador"@es .

...
:tranSetSR-ES a vartrans:TranslationSet ;
...
:tranSetSR-ES vartrans:trans

:tranSetSR-ES/igracy_jugador-n-sr-sense-jugador_igracy-n-es-sense-trans.
:tranSetSR-ES/igracy_jugador-n-sr-sense a ontolex:LexicalSense ;
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ontolex:isSenseOf :lexiconSR/igracy-n-sr .
:tranSetSR-ES/jugador_igracy-n-es-sense a ontolex:LexicalSense ;

ontolex:isSenseOf :lexiconES/jugador-n-es .
:tranSetSR-ES/igracy_jugador-n-sr-sense-jugador_igracy-n-es-sense-trans

a vartrans:Translation ;
vartrans:source :tranSetSR-ES/igracy_jugador-n-sr-sense ;
vartrans:target :tranSetSR-ES/jugador_igracy-n-es-sense .

Модул FrAC омогућава да се прикажу и колокациjе и
ембединзи (Chiarcos et al. 2022; Chiarcos et al. 2020), односно различита
векторска представљања.

5. Закључак

Развоj фудбалског речника путем методологиjе повезаних података
показао jе значаjне предности у односу на традиционалне приступе.
Аутоматизациjа процеса, коришћење корпуса и интеграциjа различитих
дигиталних ресурса омогућили су бржу и ефикасниjу израду речника.
Дигитални речници нуде многе предности, као што су брзина претраге,
стална ажурирања и прилагодљивост корисницима, што их чини
незамењивим алатом у савременом добу. Примена техника рачунарске
лингвистике и технологиjа семантичке мреже омогућила jе стварање
речника коjи задовољава потребе људи и машина. У будућности
очекуjемо да се овакви приступи примене на израду речника у
другим областима, чиме се додатно унапређуjе област лексикографиjе и
jезичких технологиjа.
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1. Увод

Анализа сентимента jе процес рачунарског одређивања емоционалног
тона иза текста како би се разумели ставови, мишљења и
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емоциjе изражене у њему. Jедна од метода за анализу сентимента
заснива се на лексиконима сентимента. Лексикони сентимента су
специjализовани речници коjи повезуjу речи и фразе са вредностима
сентимента, омогућаваjући аутоматизовану анализу поларитета емоциjа
у тексту (Liu 2010).

Jедан од проблема коjи се идентификуjе код лексикона сентимента
jе таj што неки изрази могу имати више значења, при чему различита
значења речи могу изазивати различите сентименте. Решавање овог
проблема подразумева додељивање сентимента према контекстуалном
значењу речи, а не према самоj речи. Истакнути пример таквог
лексикона jе SentiWordNet (SWN), коjи прошируjе Princeton WordNet
(PWN) речник додељивањем оцена сентимента сваком синсету (скуп
когнитивних синонима) како би одражавао колективни емоционални
тон поjма. Оваj процес укључуjе одабир малог броjа синсетова са
високим поларитетом, након чега следи проширење овог скупа кроз
полуаутоматски метод, коjи идентификуjе односе унутар ворднета, а
коjи или очуваваjу или преокрећу поларитет. Добиjени проширени
скуп се затим користи за обучавање класификатора заснованих на
дефинициjама ових синсетова (Baccianella, Esuli, and Sebastiani 2010).

Ворднети за многе jезике су међусобно повезани путем међународног
jезичког индекса (ILI) – синсет у ворднету одређеног jезика добиjа
вредност из ILI-а, коjа представља апстрактан концепт и додељуjе се
синсетовима у другим jезицима коjи лексикализуjу исти концепт. И Eu-
roWordNet (Vossen 2004) i BalkaNet (Tufis, Cristea, and Stamou 2004)
су на оваj начин повезани са PWN-ом, а самим тим и са SWN-ом.
EuroWordNet укључуjе ворднете за осам jезика: енглески, холандски,
шпански, италиjански, немачки, француски, чешки и естонски, док
BalkaNet прошируjе ову листу додавањем ворднета за пет додатних
jезика: бугарски, грчки, румунски, српски и турски (Krstev et al. 2004;
Krstev, Koeva, and Vitas 2006; Stanković et al. 2018). Могуће jе лако
мапирати SWN на било коjи ворднет коjи има ILI, што jе случаj за
све ворднете коjи припадаjу проjекту Отвореног вишеjезичког ворднета
(OMW) (Bond and Paik 2012) а коjи тренутно укључуjе 200 jезика.

Истраживања су показала да се вредности сентимента из SWN-
а могу применити на неенглеске jезике коришћењем ILI-jа (Denecke
2008). Српски ворднет (СрпВН) садржи вредности сентимента добиjене
директним мапирањем синсетова коришћењем ILI-jа на SWN (Krstev
et al. 2004; Mladenović, Mitrović, and Krstev 2014). СрпВН jе коришћен
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у креирању хибридног оквира за анализу сентимента на српском
jезику (Mladenović et al. 2015).

Наша хипотеза jе да се овакав лексикон може побољшати заменом
мапираних вредности сентимента онима коjе су репрезентативниjе
за српски jезик. Ово jе већ спроведено за друге jезике, као што
су турски (Dehkharghani et al. 2016), арапски (Alhazmi and Black
2013), виjетнамски (Vu and Park 2014), одиjа (Mohanty, Kannan, and
Mamidi 2017), индонежански (Wijayanti and Arisal 2021) и хинди (Bak-
liwal, Arora, and Varma 2012). Међутим, потребан jе евалуациони
скуп података – подскуп синсетоба из СрпВН-а већ анотираног са
поларитетом сентимента – како би се проценила оваква побољшања за
српски jезик.

За SWN већ постоjи такав евалуациони скуп података: Micro-WNO
(Cerini et al. 2007), ручно означен подскуп синсетова из PWN-а, коjи jе
jавно доступан.1 Креирање упоредивог евалуационог скупа података за
српски jезик ручним путем захтевало би значаjан напор, укључуjући
ангажовање малог броjа стручних аннотатора или веће групе мање
вештих аннотатора. С обзиром на недостатак таквих ресурса, неопходно
jе размотрити алтернативни приступ.

Синтетички евалуациони скупови података представљаjу вештачки
креиране колекциjе података, развиjене за тестирање и валидациjу
рачунарских модела, посебно у областима где стварни подаци могу бити
оскудни, пристрасни или превише осетљиви за употребу. Ови скупови
података генеришу се путем алгоритама или симулациjа, са циљем
да имитираjу статистичке особине стварних података, омогућаваjући
истраживачима да спроводе робусне евалуациjе под контролисаним
условима (Lu et al. 2024).

Поjава великих jезичких модела (ВJМ) омогућила jе креирање
значаjно бољих синтетичких скупова података. Показано jе да ВJМ-
ови, за потребе задатака из области обраде природног jезика (ОПJ),
укључуjући анализу сентимента, могу успешно анотирати податке на
основу само неколико познатих (виђених) примера (Amatriain 2024;
Brown et al. 2020).

У сценариjу учења без иjедног покушаjа (енгл. Zero-shot learn-
ing), модел доноси предикциjе или анотациjе без експлицитно виђених
примера задатка током тренинга. Ова способност jе посебно корисна
за анализу сентимента у jезицима или контекстима где су анотирани

1. https://github.com/aesuli/Sentiwordnet/blob/master/data/Micro-WNop-
WN3.txt
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подаци ретки, jер омогућава ВJМ-у да примени своjе већ постоjеће знање
на нове, невиђене задатке (Amatriain 2024; Brown et al. 2020).

Учење са неколико покушаjа (енгл. Few-shot learning), с
друге стране, омогућава моделу да из малог броjа примера научи
како да обавља одређени задатак. Оваj приступ jе посебно користан
за побољшање разумевања модела и повећање његове тачности у
специфичним применама, као што jе разликовање ниjансираних израза
сентимента (Brown et al. 2020).

Коришћење упита и одговора (енгл. prompts and reposnse)
са ВJМ-овима омогућава да се ови приступи учења ефикасно
примене. Креирањем упита коjи усмераваjу модел ка жељеном
излазу, истраживачи могу искористити способности ВJМ-ова за
анализу сентимента. Ово укључуjе дизаjн упита коjи jасно дефинише
задатак, као што jе идентификациjа сентимента датог текста, и
омогућавање моделу да генерише одговор на основу свог претходног
тренинга и контекста коjи даjе упит. Такав приступ помаже у
коришћењу потенциjала ВJМ-ова за детаљну анализу сентимента,
нудећи флексибилан и ефикасан метод за анализу сентимента у
различитим скуповима података (Amatriain 2024)

Ово поставља питање да ли би се ВJМ-ови могли користити не
само за креирање скупа за евалуациjу података, већ и за анотациjу
целокупног СрпВН-а са вредностима поларитета сентимента. Одлука
да се фокусира на креирање малог скупа за евалуациjу проистиче
из високих рачунарских трошкова повезаних са анотациjом целокупне
мреже.

Примарни циљ овог приступа jе побољшање постоjећих вредности
сентимента у СрпВН-у, коjе су добиjене мапирањем из SWN-а. Фокус
jе на синсетовима коjи су у мапирању означени као обjективни, иако
садрже речи коjе у лексикону сентимента имаjу поларитет.

Да би се постигао балансиран узорак погодан за ефикасну евалуациjу,
посебно у касниjоj примени модела машинског учења за класификациjу
сентимента, насумично jе одабрано 500 синсетова. Ови синсетови
су обрађени коришћењем модела Mistral. Први корак у обради био
jе категоризациjа синсетова у три групе: позитивни, негативни и
обjективни сентимент. Након тога, из сваке категориjе jе одабран jеднак
броj синсетова за финесу у даљоj градациjи.

Резултати су прошли кроз процес ручне анотациjе, где jе сваки
синсет, заjедно са вредностима коjе jе вратио ВJМ, процењен и
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оцењен jедноставном ознаком „успех“ или „неуспех“, на основу њихове
усклађености са очекиваним вредностима сентимента.

Првобитно jе методологиjа била осмишљена да укључи учење
са неколико покушаjа за финиjу градациjу сентимента, користећи
примере из синсетова коjи нису изабрани за примарни скуп података
— конкретно, оних синсетова коjи су показивали очигледну усклађеност
сентимента у српском и енглеском SWN-у. Међутим, прелиминарни
резултати добиjени приступом учења без иjедног покушаjа показали су
се задовољаваjућим, чиме jе компонента учења са неколико покушаjа
постала непотребна. Због тога се истраживање наставило искључиво
са парадигмом учења без иjедног покушаjа, при чему jе Mistral модел
примењен без претходних специфичних примера за задатак анализе
сентимента.

Ручна анотациjа резултата потврдила jе валидност овог
поjедностављеног приступа. Методологиjа учења без иjедног покушаjа
показала jе изванредну стопу успеха од преко деведесет процената,
афирмативно показуjући да чак и без укључивања учења са неколико
покушаjа и додатног контекста коjи оно пружа, ВJМ може ефикасно
да препозна и класификуjе сентимент у оквиру одабраних српских
синсетова.

Главни ВJМ коришћен у овом истраживању jе Mistral 7B – Instruct.2
То jе фино подешена вариjанта модела Mistral 7B, jезичког модела
са 7 милиjарди параметара, дизаjнираног за врхунске перформансе
и ефикасност. Mistral 7B надмашуjе модел Llama 2 13B на разним
бенчмарковима. Нарочито, превазилази Llama 1 34B у задацима
расуђивања, математике и генерисања кода (Jiang et al. 2023). Mistral 7B
– Instruct такође надмашуjе модел Llama 2 13B – Chat како на људским,
тако и на аутоматизованим бенчмарковима (Jiang et al. 2023). Обjављен
под Apache 2.0 лиценцом, оваj модел нуди флексибилно средство за
истраживаче, са могућношћу да се користи на локалном рачунару без
додатних трошкова (Jiang et al. 2023).

Оваj рад jе организован у неколико кључних поглавља како би се
свеобухватно дискутовало о истраживању и резултатима. У поглављу
2 детаљно jе описана методологиjа, укључуjући одабир дефинициjа
синсетова за обраду, специфичне упите коришћене у истраживању, као
и примену ових упита. Поред тога, укратко су поменути покушаjи
коришћења других jезичких модела ради поређења. Поглавље 3
приказуjе резултате, описуjући тачност модела са примерима синсетова

2. https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
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оцењених као исправни и неисправни, као и одговоре коjи нису
припадали задатом скупу дефинисаном инструкциjама упита. На
краjу, поглавље 4 закључуjе рад са сажетком налаза и дискусиjом
о потенциjалним будућим радовима коjи би могли проширити ово
истраживање.

2. Методологиjа

Senti-pol-sr jе лексикон поларитета за српски jезик, анотиран на
нивоу речи, а не на нивоу значења речи (Stanković et al. 2022). У нашем
истраживању, оваj лексикон jе коришћен за одабир узорка погодног
за анотациjу помоћу ВJМ-а. Ово jе постигнуто идентификациjом свих
синсетова из СрпВН-а коjи садрже литерале присутне у лексикону senti-
pol-sr и истовремено имаjу неутралну вредност сентимента (0,0), како jе
мапирано из SWN -а.

Детектована су четири главна разлога за неслагања између
вредности сентимента у лексикону senti-pol-sr и оних изведених из SWN -
а. Прво, док реч може преносити поларизуjући сентимент, стварно
значење у коjем се користи можда не носи таj сентимент. На пример,
синсет ENG30-06828389-n (деф. „карактер налик на звезду (*) коjи се
користи у штампаним текстовима“) у Српском Ворднету садржи литерал
„звезда“, коjа у другим синсетовима може имати позитивне конотациjе.
Друго, вредности сентимента у SWN -у, генерисане методама машинског
учења, могу бити нетачне. На пример, синсет ENG30-02585489-v (деф.
„изазвати патњу“) коjи jе очигледно веома негативан. Треће, ако синсет
нема одговараjући синсет у PWN -у, као што jе BILI-00000941 (деф,
„Гласно изражавати жалост, запевати, тужити.“), уобичаjено му се
додељуjе поларитет (0,0).

Наjинтересантниjа могућност jе да се концепт сматра обjективним на
енглеском, док на српском jезику носи сентимент. Такви синсетови jош
нису пронађени.

Почетна анализа идентификовала jе 2.956 синсетова од укупно
25.320 унутар СрпВН-а(Mladenović, Stanković, and Krstev 2017) коjи
су садржали литерале анотиране са jасним поларитетом у лексикону
senti-pol-sr и имали вредност поларитета (0,0), од чега 1.511 показуjе
позитиван сентимент, а 1.445 негативан. С обзиром на велики обим,
обрада свих ових синсетова помоћу ВJМ-а ниjе била изводљива, па jе
насумично одабран узорак од 500 синсетова за даљу анализу.

58 Инфотека, год. 24, бр. 1, фебруар 2025.



Научни рад

Ради креирања уравнотеженог скупа узорака, дефинициjе
из овог насумичног узорка су обрађене коришћењем LangChain
Python библиотеке, моћног алата за креирање, експериментисање и
анализирање jезичких модела и агената (Chase 2022). LangChain Python
библиотека функционише као интерфеjс за модуле више великих
jезичких модела. Оваj проjекат jе користио омотаче проjектоване за
Hugging Face Hub и Transformer библиотеке. Процедура коришћена у
овом истраживању садржала jе само jедан шаблон упита са jедном
улазном променљивом – дефинициjом синсета, и Mistral 7B – Instruct
модел преузет са Hugging Face Hub-а. Модел jе извршен на локалном
рачунару. Библиотека LangChain омогућава да се упитни шаблони
са променљивама, коjе су означене витичастим заградама, попуне
вредностима тих променљивих и проследе као упит ВJМ модулу, коjи
затим враћа одговор.

Користећи одговараjући упит као што jе приказано на слици 1,
узорак jе подељен на оне означене као позитивне, негативне, обjективне и
оне коjи нису исправно означени. Било jе 290 обjективних, 102 негативна,
33 позитивна и 75 погрешно означених синсетова.

Да би се искористиле пуне могућности ВJМ-а за анализу сентимента,
упит jе пажљиво проjектован да обухвати три кључна елемента: доделу
улога (енгл. role-play), jасне инструкциjе и очекиване исходе.

1. Додела улога: инструкциjа ВJМ-у као експерту: Упит започиње
сценариjом играња улога, где се ВJМ-у даjе инструкциjа да преузме
улогу експерта за анализу сентимента (слика 1). Оваj приступ jе
усвоjен како би се модел усмерио ка аналитичком и фокусираном
испитивању текста, ослањаjући се на своjе опсежно унапред обучено
знање и разумевање ниjанси анализе сентимента.

2. Jасне инструкциjе: суштина ефикасне комуникациjе са ВJМ-ом лежи
у jасноћи инструкциjа. Упит експлицитно описуjе задатак, водећи
ВJМ да идентификуjе и анализира сентимент изражен у датом
делу текста (дефинициjи синсета). Ова jасноћа осигурава да су
аналитичке способности модела усмерене ка тачном процењивању
сентимента, минимизуjући двосмисленост у његовим одговорима.

3. Очекивани исходи: да би се додатно усавршио излаз модела,
упит прецизира очекиване исходе анализе. Наводи жељени формат
одговора, било да jе то класификациjа сентимента (позитиван,
негативан, неутралан) или ниjансираниjа оцена сентимента.
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Упит коришћен за класификациjу jе усавршен путем
експерименталног тестирања на мањем подскупу дефинициjа синсета.
Упоредне анализе инструкциjа упита на енглеском и српском jезику
откриле су да су упити на српском jезику давали тачниjе резултате.
Како би се обезбедило свеобухватно покривање потенциjалних одговора,
броj токена у излазу jе постављен на пет.

Даље испитивање показало jе постоjање дупликата унутар скупа,
због тога што неки синсетови садрже више литерала коjи су такође
речи из senti-pol-sr лексикона, као што jе синсет ENG30-01375831-a
„славан, познат, чувен, значаjан, реномиран, признат, прослављен: опште
прихваћен и уважен“. Важно jе напоменути да се сви осим два литерала
(„реномиран“, „признат“) из овог синсета поjављуjу у лексикону, и
означени су као позитивни. Након уклањања дупликата, остало jе 279
обjективних, 97 негативних и 27 позитивних синсетова. У овом кораку
ниjе било потребе за броjањем неправилно означених синсетова, jер
уклањање дупликата из њих нема практичан значаj.

За детаљниjу анализу сентимента, насумично jе одабран подскуп од
по 25 синсетова из сваке категориjе сентимента, формираjући такозвани
„балансирани узорак“.

Слика 1. Шаблон упита за одређивање поларитета.

Балансирани узорак jе даље обрађен кроз два шаблона упита
за ниjансирану обраду сентимента, jедан за позитиван и jедан за
негативан сентимент (слике 2 и 3). Ови шаблони упита су проjектовани
експериментално, кроз итеративно тестирање разних опциjа и постепено
прилагођавање текста, користећи мале скупове дефинициjа синсетова из
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СрпВН-а. На пример, понављање реченице „Ниjедан други одговор неће
бити прихваћен“ два пута значаjно jе смањило броj одговора ван оквира.

Jединствени упит за одређивање обе вредности ниjе одабран како би
се очувала доследност са структуром SWN-а, где синсет може имати
позитивне (POS) и негативне (NEG) вредности изнад нуле, све док
њихов збир ниjе већи од jедан. Да би се прилагодила очекивана дужина
излазних стрингова, броj излазних токена jе повећан на девет.

Током ове фазе, тестирани су и други ВJМ модели на малом узорку
– GPT2-ORAO (Škorić 2024), Llama-2-7b (Touvron et al. 2023), alpaca-
serbian-7b-base и WizardLM-1.0-Uncensored-Llama2-13b. Идеjа jе била да
се упореде различити резултати, симулираjући анотациjу од стране више
анотатора. Међутим, резултати су довели до њиховог искључења из
даљег рада због превеликог броjа неправилно означених синсетова и
недостатка финиjе градациjе.

Слика 2. Шаблон упита за фину ознаку позитивног сентимента.

За сваку дефинициjу у балансираном узорку, додељене су две
вредности на таj начин. Интенциjа шаблона упита и дизаjн ограничаваjу
одговоре на следећи сет одговора:

– За позитиван сентимент:
• „ниjе позитиван“
• „слабо позитиван“
• „умерено позитиван“
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Слика 3. Шаблон упита за фину ознаку негативног сентимента.

• „веома позитиван“
• „екстремно позитиван“

– За негативан сентимент:
• „ниjе негативан“
• „слабо негативан“
• „умерено негативан“
• „веома негативан“
• „екстремно негативан“

Резултираjући скуп података jе сачуван у форми датотеке са
вредностима одвоjеним зарезима (CSV).3 Колоне у тоj датотеци су
следеће:

ILI: Међуєзички Индекс, коjи повезуjе синсет са његовим
еквивалентима у WordNet-има других jезика.

Definition: Глоса синсета, коjа пружа његово значење или обjашњење.
Lemma_names: Литерали садржаних у синсету.
Sentiment_SWN: Вредност сентимента мапирана из SWN-а, коjа

показуjе оригинални скор сентимента у енглескоj верзиjи.

3. https://github.com/sasa5linkar/SWN-synth-eval-
set/blob/main/balanced_sample2.csv
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Sentiment_lexicon : Вредност сентимента изведена из лексикона
сентимента senti-pol-sr креираног за српски jезик, одражаваjући
локалне ниjансе сентимента.

Sentiment_sa : Инициjална класификациjа од стране великог jезичког
модела, категоризуjући сентимент као позитиван, негативан или
неутралан.

Sentiment_sa_positive : Фино класификовање сентимента за
позитиван сентимент, означаваjући степен позитивности од „ниjе
позитиван“ до „екстремно позитиван“.

Sentiment_sa_negative : Фино класификовање сентимента за
негативан сентимент, означаваjући степен негативности од „ниjе
негативан“ до „екстремно негативан“.

С обзиром на мали узорак од 75, аутор jе могао спровести ручну
евалуациjу целог скупа података. Оваj процес jе унапређен коришћењем
Data Wrangler4 екстензиjе у Visual Studio Code-у, коjа jе алатка за
визуализациjу и чишћење података и добро се интегрише са VS Code-ом
и VS Code Jupyter Notebooks-ом. Алатка пружа интерактивни интерфеjс
за преглед и анализу података, нуди информативне статистике и
визуелне приказе, и може убрзати чишћење података аутоматским
генерисањем Pandas скрипти за модификациjу података. Користила се
за пажљиво испитивање дефинициjа синсетова и њихово поређење са
детаљним повратним информациjама о сентименту.

3. Резултати

Излаз Броj у sentiment_sa_negative
екстремно негативан 1
ниjе негативан 60
умерено негативан 1
умjерено негативан 2
веома негативан 11
Укупно 75

Табела 1. Негативан сентимент.

4. microsoft/vscode-data-wrangler (github.com)
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Излаз Броj у sentiment_sa_positive
Ниjе Oва из 1
Ниjе позитиван 39
Ниjedan O 6
Ниjedan Текст 1
Учимо се држати 1
Умерено позитиван 3
Умерено позитиван The 2
Умjерено позитиван 6
веома позитиван 12
Веома позитиван O 1
Веома позитиван R 2
Веома позитиван Ov 1
Укупно 75

Табела 2. Позитиван сентимент

Резиме излаза генерисаних од стране ВJМ-а коришћењем шаблона
упита за фину градациjу сентимента приказан jе у табелама 1 и 3..
Подаци у табелама показуjу да излаз ВJМ-а ниjе био ограничен како
jе назначено у шаблону упита, али jе остао унутар граница коjе се
лако могу исправити. Излаз генерисан од негативног шаблона упита
у великоj мери се поклапао са предложеним излазом, уз само мање
диjалекатске вариjациjе. Насупрот томе, излаз из позитивног шаблона
упита укључивао jе jедан бесмислен одговор, „учимо се држати“, као и
неке одговоре коjи се могу лабаво тумачити као не-позитивни. Током
ручне провере, сви ови одговори су класификовани као не-позитивни.

Додатно, мање типографске грешке, као што су додатна слова,
погрешни падежи или грешке у великим словима, занемарене су током
ручне провере. Само jедна особа jе спровела евалуациjу. Надаље,
у излазима нису пронађени примери благо позитивних или благо
негативних синсетова.

За садржаj су два синсета очигледно неправилно означена, а три су
била сумњива.

Очигледно неправилно су означени синсетови:

– BILI-00000941, ‘нарицати: Гласно изражавати жалост, запевати,
тужити.’ означен jе као потпуно обjективан (нити позитиван нити
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негативан), док очигледно носи негативан сентимент, штавише,
изразито негативан.

– ENG30-04525038-n, ‘баршун, сомот, плиш, кадифа: Свиленкаста, густа,
чупава тканина, равна са полеђина.’, коjи jе означен као благо
позитиван. Као врста текстила, требало би да буде обjективан.

Синсетови коjи се сматраjу сумњивим су:

– ENG30-01215137-v, ‘ухапсити, затворити, скембати: Ставити у
притвор, као осумњичене криминалце; о полициjи.’ означен као благо
негативан, док га jе евалуатор оценио као изразито негативан.

– ENG30-00309647-n, ‘експедициjа: Путовање организовано са
специjалним циљем.’ означен као веома позитиван, док га jе
евалуатор сматрао неутралним.

– ENG30-03135152-n, ‘крст: крст као знамење хришћанства’ означен као
веома позитиван, док га jе евалуатор сматрао неутралним.

Од већине синсетова коjи су тачно означени током нашег процеса
анализе сентимента, овде представљамо избор илустративних примера.
Ови примери би такође требало да демонстрираjу критериjуме
коришћене у евалуациjи приликом разматрања исправне ознаке у
класификациjама на позитивне, негативне и неутралне сентименте. Неки
примери су:

– ENG30-01220336-n: Синсет повезан са акциjама попут „клевета“,
„клеветање“ и „омаловажавање“, описан као „оштар напад на чиjу
личност или добро име“. Сентимент овог синсета оцењен jе као
„Ниjе позитиван“, што одражава одсуство позитивног сентимента,
и прецизниjе, „Екстремно негативан“, тачно хватаjући негативне
конотациjе описаних акциjа.

– ENG30-06828389-n: Оваj синсет се односи на „карактер налик на
звезду (*) коjи се користи у штампаним текстовима“, са литералима
„астериск“, „звездица“ и „звезда“. Сентимент за оваj синсет jе
прецизно класификован као „Ниjе позитиван“ и „Ниjе негативан“,
указуjући на његову обjективну природу без инхерентног позитивног
или негативног сентимента.

– ENG30-10407310-n: Односи се на „онаj коjи воли и брине о
своjоj земљи“, са литералима „домољуб“, „патриота“ и „родољуб“.
Сентимент овог синсета jе фино оцењен као „Веома позитиван“ и
„Ниjе негативан“, ефикасно хватаjући позитивне конотациjе повезане
са патриотизмом.
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4. Закључак

Анализа излаза генерисаног од стране ВJМ-а, конкретно Mis-
tral модела, показуjе да jе 70 од 75 одговора испунило критериjуме
прихватљивости дефинисане за ово истраживање. Оваj резултат, коjи
представља значаjну већину скупа података, наглашава поузданост и
ефикасност Mistral модела у извођењу класификациjе сентимента за
српски jезик. Са приближном стопом успеха од 93,3%, може се са
сигурношћу закључити да jе скуп података и употребљив и довољног
квалитета за намеравану сврху евалуациjе предложених корекциjа
поларитета сентимента унутар Српског WordNet-а.

Неуспех других тестираних модела може бити резултат упита
оптимизованих за Mistral модел. Креирање упита за сваки модел
поjединачно могло би омогућити употребу више модела за постизање
бољег квалитета.

Значаjно подручjе за будућа истраживања укључуjе проширење
шаблона упита са специфичним примерима, прелазећи из тренутног
приступа учења без иjедног покушаjа на парадигму учења са неколико
покушаjа. Ова модификациjа се очекуjе да побољша капацитет
модела за ниjансирану градациjу сентимента, нудећи прецизниjу и
контекстуално свесниjу анализу. Посебно се препоручуjе да се ово
унапређење селективно примени на шаблоне за фину градациjу
сентимента, где jе потенциjал за повећану тачност и осетљивост на
jезичке суптилности наjизражениjи (Brown et al. 2020).

Даље, истраживање напредних методологиjа за креирање упита,
као што jе приступ „ланaц мисли“ (енгл. chain-of-thought), заслужуjе
пажњу. Ова техника, олакшаваjући структуриран и логичан ток
мисли у оквиру обраде модела, може значаjно побољшати способност
модела да извади релевантне податке из одговора. Потенциjал
таквих напредних стратегиjа за превазилажење инхерентних изазова
у тачном идентификовању и класификациjи израза сентимента у
сложеним jезичким контекстима представља обећаваjући правац за
истраживање (Amatriain 2024).

Ово истраживање представља инициjално испитивање могућности
коришћења модела Mistral за генерисање додатних синтетичких скупова
података за српски jезик, посебно у областима где су ресурси оскудни
или их jе тешко прибавити из природних корпуса. Успешна примена
модела Mistral за анализу сентимента наглашава његов потенциjал као
вредног алата у превазилажењу ових изазова.
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Нови текстуални корпуси за моделовање
српског jезика

УДК 811.163.4’322.2

САЖЕТАК: Оваj рад ће представити
текстуалне корпусе за српски (и
српскохрватски) коjи се могу користити за
тренирање великих jезичких модела, а коjи
су jавно доступни на jедном од неколико
значаjних веб репозиториjума. Сваки
корпус ће бити класификован помоћу
више метода и његове карактеристике ће
бити детаљно описане. Поред тога, рад
ће представити три нова корпуса: нови
кровни веб-корпус за српскохрватски,
нови висококвалитетни корпус заснован на
докторским дисертациjама похрањеним у
Националном репозиториjуму докторских
дисертациjа са свих универзитета у Србиjи,
и паралелни корпус превода сажетака
из истог извора. Jединственост старих
и нових корпуса биће оцењена путем
стилометриjских метода заснованих на
фреквенциjи, и укратко ће се дискутовати
о резултатима.
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1. Увод

С наглим повећањем доступних текстуалних података кроз феномен
Big Data почетком двадесет првог века, убрзо се увидело да се ти подаци
могу користити за изградњу корпуса за моделовање природног jезика.
Подаци са интернета, чиjа количина брзо расте, наjпре су коришћени
као додатак подацима из књига, коjи су спориjе расли, али, са
повећаним интересовањем за количину, полако али сигурно достигли су
и надмашили удео података заснованим на књигама у разним корпусима

Инфотека, год. 24, бр. 1, фебруар 2025. 71



Шкорић М., Jанковић Н., Нови текстуални корпуси за ..., стр. 71–96

за тренирање jезичких модела. Данас, већина jавно доступних корпуса
користи податке са интернета, углавном због лабавиjих ограничења
ауторских права.

У контексту овог истраживања, категорисаћемо скупове података у
следеће категориjе на основу њиховог порекла:

O1 Веб-корпуси – корпуси коjи садрже текстове прикупљене са
отвореног интернета, првенствено коришћењем аутоматског
сакупљања HTML страница;

O2 Корпуси високог квалитета – корпуси коjи садрже текстове из
уџбеника или сличних извора, односно научне публикациjе свих
врста (научнe монографиje и чланци у научним часописима,
радови са конференциjа/зборника, тезе итд.) и других обjављених
нелитерарних дела (владини и правни текстови коjи нису присутни
на интернету, филозофски текстови, кулинарски рецепти итд.)
прикупљени првенствено из дигитално насталих докумената или
сканираних физичких копиjа;

O3 Литерарни корпуси – корпуси коjи садрже обjављене литерарна дела
укључуjући митологиjу и религиозне текстове;

O4 Синтетички корпуси – корпуси коjи садрже текстове коjи нису
са Интернета, а коjи су креирани машинским путем коришћењем
метода генерисања природног jезика или машинског превођења;

O5 Мешовити корпуси – корпуси креирани коришћењем текстова коjи
потичу из мешавине наведених и других извора.

Осим очигледне разлике у изворноj грађи, ове категориjе се
разликуjу и по процесу креирања текстова коjе садрже: док су текстови
из прве три групе (O1-O3) углавном креирани од стране људи (нико не
може гарантовати да преузета HTML страница ниjе машински генерисан
текст), само друга и трећа група садрже оне текстове коjи су нужно
уређени, тj. прочитани и исправљени пре обjављивања, што захтева
време, али осигурава виши квалитет. Текстови креирани од стране
машина (O4) обично се припремаjу наjбрже од свих, али су повезани
са нижим квалитетом.

Jош jедна важна класификациjа jе облик корпуса. С тим у вези,
корпусе класификуjемо на следећи начин:
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F1 Корпуси необележеног текста – корпуси коjи садрже само текстове
коjи се могу користити за претренирање великих jезичких модела
као што су BERT 1 (Devlin et al. 2018) и GPT 2 (Radford et al. 2018);

F2 Обележени корпуси – корпуси где су токени, реченице или други
сегменти обележени, нпр. текстови обележени према врсти речи, или
реченице обележене на основу сентимента– ови корпуси се обично
користе за фино подешавање модела за задатке обележавања текста;

F3 Паралелни корпуси – корпуси где свака реченица (или други сегмент)
има специфичан пар, нпр. превод на други jезик или одговор на
питање – ови корпуси се обично користе за тренирање модела са
генеративном компонентом као што jе T5 3 модел (Raffel et al. 2020).

У наредном одељку, рад ће се фокусирати на корпусе српског
и српскохрватског jезика прибављене из три значаjна веб извора
за корпусе и скупове података: Hugging Face,4 CLARIN virtual lan-
guage repository,5 и European Language Grid.6 Други поjединачни
репозиториjуми (нпр. GitHub проjекти) нису претраживани. Основне
информациjе о корпусима преузетим са ових платформи биће
представљене у одељку 2., новоприпремљени корпуси биће представљени
у одељку 3., а експеримент везан за процену њихове jединствености биће
представљен у одељку 4. Коначно, дискусиjа о резултатима ове процене
налази се у одељку 5.

2. Доступни корпуси

Као што jе већ поменуто, у овом одељку биће представљена листа
корпуса коjа jе састављена прегледом три веб извора: Hugging Face
(HF), CLARIN virtual language repository (VLO) и European Language
Grid (ELG), с тим што су jезици корпуса ограничени на домен
српско-хрватског макроjезика, односно српски, црногорски, хрватски

1. Bidirectional Encoder Representations from Transformers
2. Generative Pre-trained Transformer
3. Text-To-Text Transfer Transformer
4. huggingface.co, наjвеће чвориште на Интернету за обjављивање великих

jезичких модела.
5. www.clarin.eu дигитална инфраструктура коjа пружа податке, алате и

сервисе за подршку истраживањима заснованим на jезичким ресурсима.
6. live.european-language-grid.eu, платформа за све европске jезичке

технологиjе настале из MetaNet-а.
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и босански, jер тренирање са сродним jезицима може бити корисно у
одређеним сценариjима, посебно за задатке коjи укључуjу вишеjезично
разумевање или превођење. Преузети корпуси су категорисани и
по форми (примарна класификациjа) и по пореклу (секундарна
класификациjа). За корпусе необележеног текста (F1), минимални услов
за укључивање био jе тридесет милиона речи за веб-корпусе (O1),
и три милиона речи за остале (O2-O5). Пошто jе већина корпуса у
овоj категориjи веб порекла, спроведено jе и кратко истраживање о
дедупликациjи. Када су у питању обележени (F2) и паралелни корпуси
(F3), критериjум за величину jе био постављен на 3000 реченица, jер су
ови ресурси много ређи и обично се користе само за фино подешавање.

2.1 Jавно доступни корпуси необележеног текста

Табеле 1 и 2 детаљно описуjу двадесет четири преузета корпуса
необележеног текста. Прва табела се фокусира само на српске корпусе,
док друга представља остале корпусе у оквиру српско-хрватског
макроjезика, укључуjући неколико кровних корпуса (произведених
обjедињавањем и дедупликациjом неколико других корпуса).

Назив Jез. Порекло Вел. Издавач Чвор.

srWaC sr web 493 ReLDI VLO
cc100_sr sr web 711 Conneau et al. HF
mC4-sr sr web 800 Google HF

OSCAR-sr sr web 632 OSCAR proj. HF
CLASSLA-sr sr web 752 CLASSLA VLO
MaCoCu-sr sr web 2.491 Bañón et al VLO
PDRS1.0 sr web 602 ISJ VLO

SrpKorNews sr web 468 JeRTeh HF
SrpELTeC sr literary 5,3 JeRTeh HF

Табела 1. Корпуси необележеног текста искључиво на српском jезику,
доступни на истраженим чвориштима скупова података. Величина jе
представљена у милионима речи (М)
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Назив Jез. Порекло Вел. Издавач Чвор.

meWaC cnr web 80 ReLDI VLO
hrWaC hr web 1.250 ReLDI VLO
bsWaC bs web 256 ReLDI VLO

cc100_hr hr web 2.880 Conneau et al. HF
CLASSLA-hr hr web 1.341 CLASSLA VLO
CLASSLA-bs bs web 534 CLASSLA VLO

hr_news hr web 1.433 CLASSLA HF
MaCoCu-cnr cnr web 161 Bañón et al VLO
MaCoCu-hr hr web 2.363 Bañón et al VLO
MaCoCu-bs bs web 730 Bañón et al VLO

riznica hr mixed 87 IHJJ VLO
HPLT 1.2-sh mixed web 10.030 HPLT proj. HF
BERTić-data mixed ∼web 8.388 CLASSLA VLO
MaCoCu-hbs mixed web 5.490 CLASSLA HF

XLM-R-BERTić-data mixed ∼web 11.539 CLASSLA HF

Табела 2. Српско-хрватски корпуси необележеног текста доступни на
истраженим чвориштима скупова података, коjи нису искључиво на српском
jезику. Величина jе представљена у милионима речи (М).

Осим четири корпуса, остали корпуси садрже искључиво материjал
преузет са Интернета. Jедан корпус jе литерарни, jедан jе мешовити, а
преостала два су агрегирана и класификована као готово веб-корпуси
(∼web), пошто укључуjу поменути мешовити корпус, riznica (Ćavar and
Brozović Rončević 2012).

Већина ових корпуса jе производ неколико засебних подухвата.
Корпуси srWac, meWac, hrWac и bsWac настали су преузимањем
садржаjа веб страница са домена наjвишег нивоа за поменута четири
jезика (Ljubešić and Klubička 2014; Ljubešić and Erjavec 2021), што
jе резултирало са више од две милиjарде речи. Процес jе касниjе
поновљен како би се произвели CLASSLA-sr, CLASSLA-hr и CLASSLA-
bs, прикупивши преко 2,5 милиjарди речи (Ljubešić and Lauc 2021).

Додатних шест корпуса jе изведено из скупа података Common
Crawl : OSCAR-sr (632М) jе изведен из скупа података проjекта OS-
CAR (Suárez, Sagot, and Romary 2019), mC4-sr (800М) jе изведен из
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вишеjезичног скупа података C4, коjи jе креирала компаниjа Гугл (Xue
et al. 2021), HPLT 1.2-sh (преко 10 милиjарди речи) jе добиjен из скупа
података проjекта HPLT (Aulamo et al. 2023), док су cc100_sr и cc100_hr
(преко 3,5 милиjарди речи) изведени из cc100 скупа података (Conneau
et al. 2019). Треба напоменути да су неки од ових подухвата произвели
додатне корпусе коjи нису укључени у ову студиjу jер нису испунили
минимални услов од три милиона речи.

MaCoCu проjекат сакупљања веб страница (Banón et al. 2022; Kuz-
man and Ljubešić 2023) произвео jе MaCoCu-sr (2,5 милиjарде речи),
MaCoCu-cnr (151М), MaCoCu-hr (2,2 милиjарде), MaCoCu-bs (686М), и
њихов дедупликовани агрегат, MaCoCu-hbs (5,5 милиjарди речи).

Jош jедан значаjан подухват дедупликациjе укључуjе четири WaC
корпуса, три CLASSLA корпуса, cc100_sr, cc100_hr и корпус riznica.
Тиме jе произведен обjедињени корпус од a 8,4 милиjарди речи, обjављен
под именом BERTić-data (Ljubešić and Lauc 2021).

И BERTić-data и MaCoCu-hbs су поново обjедињени, заjедно са
mC4-sr и hr_news (1,4 милиjарде речи) како би се креирао XLM-
R-BERTić-data (11,5 милиjарди речи), наjвећи обjављени српско-
хрватски обjедињени корпус. Он, међутим, не укључуjе Common Crawl
скупове HPLT 1.2-sh и OSCAR-sr, нити недавно обjављени корпус
PDRS1.0 (Wasserscheidt 2023) (600М), а ни корпус SrpKorNews (Krstev
and Stanković 2023) (468М). Ово указуjе на могућност креирања нових,
већих кровних корпуса како за српски, тако и за српскохрватски
jезик. Комплетан садашњи подухват агрегациjе корпуса jе приказан на
слици 1.

Jедини литерарни корпус доступан на вебу коjи испуњава величинске
услове и даље jе SrpELTeC корпус (Krstev 2021; Stanković et al. 2022),
коjи обухвата 120 романа и садржи 5 милиона речи. Процес обjављивања
ниjе био ограничен, jер корпус садржи материjале коjи су прекорачили
праг истека ауторских права.

2.2 Jавно доступни обележени корпуси

Испитивањем одабраних чворишта са скуповима података пронашли
смо 10 обележених корпуса за српски jезик (табела 3). Усредсредили смо
се на корпусе коjи су обележени помоћу скупа ознака Universal POS (17
класа), при чему ниjе било ограничења када jе у питању препознавање
именованих ентитета (NER) и обележавање сентимента. За разлику од
корпуса необележеног текста коjи су се примарно налазили на HF и
VLO, ови корпуси су такође у значаjном броjу пронађени на ELG.
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Слика 1. Хиjерархиjа агрегациjе jавно доступних српскохрватских корпуса
необележеног текста. Плава боjа представља корпусе српског jезика, циjан
црногорског, ружичаста хрватског, зелена босанског, а љубичаста боjа
представља корпусе мешовитог jезичког порекла.

Корпуси српског jезика обележени према врсти речи укључуjу
четири ресурса: SrpKor4Tagging (Stanković et al. 2020) са 60К, In-
tera (Gavrilidou et al. 2004; Stanković et al. 2020) са 47,5К, 1984 (Krstev,
Vitas, and Erjavec 2004) са 6,7K и reldi_sr (Miličević and Ljubešić 2016)
са 5,5К реченица. Два додатна ресурса у коjима су обележене и врсти
речи (POS) и именовани ентитети (NER): SETimes_sr (Samardžić et
al. 2017) и NormTagNER-sr (Ljubešić et al. 2023) са 7К и 4К реченица,
редом, и 5 NER класа. Три додатна ресурса у коjима су обележени само
именовани ентитети (NER): SrpELTeC-gold (Todorović et al. 2021; Fron-
tini et al. 2020), заснован на делу литерарног корпуса коjи обухвата
52К реченица (7 NER класа), српски део корпуса WikiAnn (Rahimi,
Li, and Cohn 2019) са 40К реченица (3 NER класе), и српски део
корпуса polyglot_ner (Al-Rfou et al. 2015) са пола милиона реченица и
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3 NER класе. Последњи ресурс jе српски део mms корпуса обележених
сентиментом (Augustyniak et al. 2023) са 76К реченица (3 класе).

Назив Jез. Порекло Анот. Вел. Издавач Чвор.

SrpKor4Tagging sr mixed POS 60 JeRTeH ELG
1984 sr literary POS 6,7 MULTEXT-East ELG
Intera sr textbook POS 47,5 META-SHARE ELG

reldi_sr sr web POS 5,5 ReLDi HF
SETimes_sr sr web POS, NER 4 ReLDi HF

NormTagNER-sr sr web POS, NER 7 ReLDi VLO
SrpELTeC-gold sr literary NER 52 JeRTeh ELG

wikiann-sr sr ∼textbook NER 40 Wikimedia HF
polyglot_ner-sr sr mixed NER 560 Al-Rfou et al HF

mms-sr sr web sentiment 76 Brand24 HF

Табела 3. Обележени корпуси искључиво српског jезика доступни на
истраженим чвориштима скупова података. Величина jе представљена у
хиљадама реченица (К).

Слична ситуациjа jе уочена када jе у питању шира jезичка слика,
где jе пронађено jош десет ресурса (табела 4), при чему се листа
већином састоjи од хрватских еквивалената истих, претходно поменутих
обележених ресурса. Ови ресурси обухватаjу обележени хрватски превод
романа 1984, потом reldi_hr, NormTagNER-hr, хрватски део WikiAnn и
polyglot_ner корпуса и хрватске реченице обележене према сентименту
из mms корпуса. Такође, ту jе и босански mms, као и и српскохрватски
WikiAnn, коjи jе изведен из српскохрватских чланака на Википедиjи.
Величине ових корпуса су углавном упоредиве са њиховим српским
еквивалентима.

Jедини jединствени ресурс са ове листе jе hr500k (Ljubešić et al. 2016),
коjиjе обележен са NER ознакама (5 класа) у целости (25К реченица), а
само делимично са скупом ознака Universal POS (9К реченица).

2.3 Jавно доступни паралелни корпуси

Укупно тринаест паралелних ресурса jе пронађено за српски
jезик (табела 5), укључуjући пет корпуса паралелних превода, jедан
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Назив Jез. Порекло Анот. Вел Издавач Чвор.

1984 hr literary POS 6,7 MULTEXT-East ELG
hr500k hr literary POS 9 ReLDi HF

reldi_hr hr web POS 7 ReLDi HF
NormTagNER-hr hr web POS, NER 8 ReLDi VLO

hr500k hr literary NER 25 ReLDi HF
wikiann-hr hr ∼textbook NER 40 Wikimedia HF
wikiann-sh sh ∼textbook NER 40 Wikimedia HF

polyglot_ner-hr hr mixed NER 630 Al-Rfou et al HF
mms-hr hr web sentiment 78 Brand24 HF
mms-bs bs web sentiment 36 Brand24 HF

Табела 4. Корпуси обележеног српскохрватског текста на истраженим
чвориштима скупова података, коjи не садрже искључиво српски jезик.
Величина jе представљена у хиљадама реченица (К).

корпус са паровима текст-резиме, jедан корпус парафраза, два корпуса
са паровима питање-одговор (QA) и четири скупа података са
инструкциjама (парови текстуалних инструкциjа и решења).

Сви QA корпуси и корпуси са инструкциjама су синтетичког порекла
и креирани су помоћу машинског превођења постоjећих корпуса на
енглеском jезику: m_mmlu-sr и m_hellaswag-sr су, редом, преводи
mmlu (Hendrycks et al. 2021) и HellaSwag (Zellers et al. 2019) уз помоћ
GPT3.5; airoboros-3.0-sr jе превод скупа података airoboros-3.0 (Tun-
stall et al. 2023), а open-orca-slim-sr, ultrafeedback-bin-sr и alpaca-cleaned-
sr су српске верзиjе скупова података SlimOrca (Lian et al. 2023), Ul-
traFeedback (Cui et al. 2023) и alpaca-cleaned (Taori et al. 2023), редом,
преведени помоћу сервиса Google translate. Заjедно са српским делом
полусинтетичког скупа tapaco (Scherrer 2020) (оригинални текст можда
ниjе синтетички, али су реченице упариване коришћењем jедноставног
алгоритма), већина доступних паралелних ресурса за српски jезик су
синтетички.

Када су у питању ресурси коjи нису синтетички, пет корпуса
паралелних превода (преводи са енглеског) обухватаjу литерарни корпус
80 jours (Vitas et al. 2008) са 3,7К реченица и biblenlp-sr, коjи jе изведен
из електронске верзиjе Библиjе са 32К реченица derived from the elec-
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tronic version of the Bible with 31K senteces, паралелну енглеско-српску
верзиjу Intera корпуса (47,5К реченица), српско-енглески паралелни
подскуп Opus скупа података (Tiedemann 2012), коjи обухвата 1 милион
реченица, као и паралелизовани подскуп MaCoCu скупа података,
MacocuParallel-sr (Banón et al. 2022), са 2 милиона реченица. Иако су
два веб корпуса много већа по величини, могуће jе да ће код њих бити
неопходно уклањање дупликата.

Jедини скуп података са сажецима jе XL-Sum са 15 хиљада парова
текстова и резимеа (Hasan et al. 2021).

Назив Jез. Порекло Pair type Вел. Издавач Чвор.

80 jours sr literary translation 3,7 JeRTeh ELG
biblenlp-sr sr literary translation 31 eBible HF

Intera sr mixed translation 47,5 META-SHARE ELG
OPUS-sr sr web translation 1000 Opus project HF

MacocuParallel-sr sr web translation 2000 Bañón et al HF
XL-Sum sr web summary 15 Hasan et al ELG
tapaco-sr sr ∼synthetic paraphrase 8 Scherrer, Yves HF

m_mmlu-sr sr synthetic QA 14,5 Alexandra Inst. HF
m_hellaswag-sr sr synthetic QA 9,5 Alexandra Inst. HF
airoboros-3.0-sr sr synthetic instruction 46 draganjovanovich HF

open-orca-slim-sr sr synthetic instruction 515 DataTab HF
ultrafeedback-bin-sr sr synthetic instruction 63 DataTab HF
alpaca-cleaned-sr sr synthetic instruction 52 DataTab HF

Табела 5. Корпуси искључиво српског jезика доступни на истраженим
чвориштима скупова података. Величина jе представљена у хиљадама
речи(К).

Паралелни скупови података коjи нису на српском представљени су
у табели 6 и састоjе се већином од алтернативних подскупова истих
ресурса: енглеско-хрватски подскуп скупа biblenlp, подскупови OPUS
скупа коjи садрже преводе са српскохрватског, хрватског и босанског на
енглески, као и подскупови скупа MaCoCu Parallel, коjи садрже преводе
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са црногорског, хрватског и босанског на енглески. Ови скупови чине
већину реченица, коjих има преко 5 милиона.

Два jединствена ресурса са ове листе су хрватски подскуп mfaq скупа
података коjи jе сачињен од 5К парова питања и одговора сакупљених
са веба (De Bruyn et al. 2021) и српскохрватски подскуп exams скупа
података коjи садржи 5К парова питања и одговора преузетих са
стварних тестова са ученицима (Hardalov et al. 2020). Упркос релативно
малоj величини, ови ресурси су важни у премало заступљеноj групи QA
скупова података, где су jедина алтернатива синтетички преводи.

Назив Jез. Порекло Врста пара Вел. Издавач Чвор.

biblenlp-hr hr literary translation 31 eBible HF
OPUS-sh sh web translation 271 Opus project HF
OPUS-hr hr web translation 1000 Opus project HF
OPUS-bs bs web translation 1000 Opus project HF

MacocuParallel-me cnr web translation 218 Bañón et al HF
MacocuParallel-hr hr web translation 2000 Bañón et al HF
MacocuParallel-bs bs web translation 500 Bañón et al HF

mfaq-hr hr web QA 5 CLiPS HF
exams-sh mixed textbook QA 5 Hardalov et al HF

Табела 6. Српскохрватски паралелни корпуси доступни на истраженим
чвориштима скупова података, коjи нису искључиво на српском. Величина
jе приказана у хиљадама реченица (К).

3. Нови корпуси

У оквиру овог истраживања предвиђена су три нова корпуса. Први
(Кишобран) jе нови и већи кровни корпус необележеног текста коjи
ће коjи ће обухватити све тренутно обjављене веб корпусе под jедним
ентитетом. Израда корпуса Кишобран jе описана у одељку 3.1. Други
предвиђени корпус (S.T.A.R.S.) осмишљен jе да повећа заступљеност
jавно доступних извора високог квалитеета и заснован jе на докторским
дисертациjама преузетим са платформе НаРДуС,7 коjе су претходно

7. НаРДуС – Национални репозиториjум дисертациjа у Србиjи.
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коришћене за тренирање тренутно наjвећег jезичког модела коjи jе
претрениран за српски jезик, gpt2-orao (Škorić 2024). Процес припреме
S.T.A.R.S. корпуса биће обjашњен детаљниjе у одељку 3.2. Последњи
корпус (PaSaž ) обухвата поравнате преводе сажетака издвоjених из ових
дисертациjа помоћу метода представљених у одељку 3.3.

3.1 Кровни веб корпус - Кишобран

Нови српскохрватски кровни корпус, Umbrella corp. резултат jе
обjедињавања двадесет постоjећих корпуса коjи су прегледани и
разматрани у овом раду. Избегавали смо коришћење постоjећих кровних
корпуса као материjала како бисмо обезбедили могућност касниjе
екстракциjе одређеног jезика, на пример српског дела корпуса, али треба
напоменути да jе већина коришћених корпуса већ била дедупликована
како у односу на друге корпусе са листе, тако и интерно. Jедини корпус
са мешаним jезицима на листи, HPLT 1.2-sh jе додатно обрађен како би
био подељен у корпусе коjи садрже документа на српском (HPLT-sr) и
хрватском jезику (HPLT-hr). Основа за ову врсту меке класифицакиjе
jе била учесталост специфичних речи (тко/ко, што/шта, увjет/услов,
уопће/уопште, итд.), као и однос слова е и подниске jе, указуjући на
иjекавски диjалекат.

Корпуси су додатно пречишћени и дедупликовани. Дедупликациjа
садржаjа корпуса jе извршена на свим документима помоћу
onion (Pomikálek 2011) алата за обраду корпуса коjи врши расплинуту
дедупликациjу и лоцира дупликате докумената на основу н-торки
дуплираних кроз читав корпус. За оваj експеримент користили смо
претрагу дупликата шесторки и елиминисали све документе изнад
прага дуплицирања од 75%.

Након ове дедупликациjе укупан броj речи jе смањен за трећину,
са 28 милиjарди речи на 18,6 милиjарди. Са овим укупним броjем,
Кишобран jе постао наjвећи доступни кровни корпус необележеног
текста уjезичком опсегу, са додатним побољшањима (као што су додатно
уклањање артефакта и корекциjа текста) планираним у будућности. .

Целокупна листа коришћених корпуса, њихове величине у
милионима речи пре и после дедупликациjе и чишћења, као и њихов
укупни удео у финалноj верзиjи корпуса Umbrella corp. представљени
су у табели 7.
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Име Jез. Вел. пре Вел. после Удео

srWaC Serbian 493 307 1,65%
meWaC Montenegrin 80 41 0,22%
hrWaC Croatian 1.250 935 5,01%
bsWaC Bosnian 256 194 1,04%

OSCAR-sr Serbian 632 410 2,20%
cc100_hr Croatian 2.880 2,561 13,73%
cc100_sr Serbian 711 659 3,53%

CLASSLA-sr Serbian 752 240 1,29%
CLASSLA-hr Croatian 1.341 160 0,86%
CLASSLA-bs Bosnian 534 105 0,56%

hr_news Croatian 1.433 1.426 7,65%
mC4-sr Serbian 800 782 4,19%

MaCoCu-sr Serbian 2.491 2.152 11,54%
MaCoCu-cnr Montenegrin 161 152 0,82%
MaCoCu-hr Croatian 2.363 2.355 12,63%
MaCoCu-bs Bosnian 730 700 3,75%

riznica Croatian 87 69 0,37%
PDRS1.0 Serbian 602 506 2,71%

SrpKorNews Serbian 469 469 2,51%
HPLT-sr Serbian ∼5.015 2.562 9,95%

HPLT-hr Croatian ∼5.015 1.856 13,74%

Total 28,095 18.641 100%

Табела 7. Листа корпуса коришћених за израду новог кровни корпуса, њихове
величине пре и после чишћења и дедупликациjе и њихов удео у финалном
корпусу. Величине су представљене у милионима речи (М).

3.2 Скуп теза и академских радова на српском – S.T.A.R.S.

У домену корпуса високог квалитета (O2), докторске тезе
представљаjу веома пожељан тип ресурса због неколико фактора.
Наjпре, високи академски стандарди у погледу методологиjе, података
и jезичког квалитета коjе докторска теза мора да задовољи, као
и процес рецензиjе кроз коjи пролази, обезбеђуjу поуздан висок
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квалитет података из овог типа извора. Затим, пошто се од докторске
дисертациjе очекуjе да представља jединствен научни допринос коjи
ће додатно унапредити релевантну научну област, корпус докторских
дисертациjа заузима jединствену позициjу када су у питању тематска
разноликост у различитим областима знања и актуелност описаних
тема. Коначно, велики броj докторских дисертациjа у отвореном
приступу у НаРДуС репозиториjуму, чињеница да су одређени
одељци докторских дисертациjа стандардизовани, као и доступност
структурираних метаподатака за сваку дисертациjу на НаРДуС-у,
чине оваj ресурс идеалним кандидатом за jединствен, велики и
висококвалитетни научни корпус на српском.

НаРДуС jе осмишљен у оквиру структурног ТЕМПУС проjекта
5440932013, RODOS.8 На основу измена и допуна Закона о Високом
образовању9 („Службени гласник РС“, бр. 99/2014, ступивши на снагу
дана 19. 9. 2014), све високообразовне институциjе имаjу обавезу да
учине докторске дисертациjе доступним jавности пре њихове одбране,
док универзитети имаjу обавезу да обезбеде дигитални репозиториjум
са отвореним приступом одбрањеним дисертациjама. У складу са
наведеним, платформа НаРДуС jе у функциjи од септембра 2015. године
и заснована jе на софтверу DSpace, коjи подржава OAI-PMH протокол
за пренос метаподатака (Verbić, Suvakov, and Luzanin 2017). У тренутку
писања овог рада, на платформи НаРДуС се налазе 13.289 докторских
дисертациjа.

Као први корак у креирању корпуса, комплетна листа дисертациjа jе
преузета са мапе саjта платформе НаРДуС,10 уз помоћ Паjтон модула
Requests, поштуjући спецификациjе странице robots.txt на овом саjту.
За преузимање комплетних детаљних метаподатака сваке дисертациjе,
укључуjући линкове за преузимање, коришћени су Паjтон и библиотека
Selenium. Метаподаци за сваку дисертациjу су обогаћени са четири
додатна поља:

fulltext_url – У случаjевима када jе за jедну дисертациjу било
доступно више линкова за преузимање (у коjе jе често био укључен
извештаj комисиjе), сви PDF документи са линкова су преузети,
броj страница и линиjа jе аутоматски добиjен коришћењем модула

8. rodos.edu.rs Restructuring of Doctoral Studies in Serbia (RODOS)
9. www.pravno-informacioni-sistem.rs/SlGlasnikPortal/reg/viewAct/5f688c8e-

4798-470f-9adf-5bc0739c72aa
10. nardus.mpn.gov.rs/htmlmap
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PyMuPDF у Паjтону, а одговараjући линк jе одабран и сачуван у
овом пољу;

need_ocr – Покушано jе аутоматско преузимање текста помоћу модула
PyMuPDF за првих 10 страница сваке дисертациjе, да би се
проценило да ли су документи са одабраних URL-ова дигитално
настали или захтеваjу даље кораке оптичког препознавања знакова
(OCR) и ручну ревизиjу. Резултати ове процедуре су сачувани у овом
пољу у виду буловских вредности;

srpski – Ово поље приказуjе да ли су дисертациjе написане на српском
jезику (вредност yes) или на неком другом jезику (вредност no), а
jезик сваког од тектова jе одређиван испитивањем поља dc.language
и dc.language.iso;

ARR – Ово поље приказуjе да ли су дисертациjе обjављене под
заштићеном лиценцом – all rights reserved (ARR), што jе утврђено
прегледом поља dc.rights.license у метаподацима.

Ова четири поља су коришћена за филтрирање одговараjућих
дисертациjа-кандидата за ову верзиjу корпуса. Изабрали смо оне где
jе било могуће добити се одговараjући PDF могао добити помоћу поља
fulltext_url, коjи су написани на српском (srpski=yes), коjи не захтеваjу
OCR (ocr=no), и коjи нису обjављени под лиценцом all rights reserved.
Ово филтрирање jе урађено да би се издвоjили само текстови на српском
jезику и како би се осигурала усклађеност са лиценцама ауторских
права.

Након примене овог критериjума, остало jе 11.624 дисертациjе, што
jе представљало око 87,5% свих дисертациjа у НаРДуС-у.

На краjу, цео текст из сваке од ових дисертациjа jе издвоjен уз помоћ
модула PyMuPDF и сачуван у облику текстуалних датотека, коjе су
коришћене за изградњу корпуса. Само линиjе коjе су биле део пасуса
текста су задржане у састављању финалног корпуса, што jе резултирало
корпусом са преко 560 милиона речи.

3.3 Корпус паралелних сажетака – ПаСаж

С обзиром на то да су паралелни jезички ресурси, посебно за
мање распрострањене jезике (као што jе српски), релативно ретки,
паралелни корпуси су мањи, али и мање броjни у односу на jедноjезичне
корпусе. Пошто су сажеци српских докторских дисертациjа написани
на српском и енглеском jезику, они представљаjу вредан велики и
квалитетан ресурс за креирање паралелног српско-енглеског корпуса
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научног jезика. Међутим, наслов, формат и локациjа сажетака унутар
документа значаjно варираjу у зависности од научне институциjе. У
овоj студиjи прво jе извршена ручна анализа великог броjа дисертациjа
из различитих институциjа, након чега су документи подељени у две
групе; у првоj су биле дисертациjе чиjи су се сажеци налазили у самом
тексту (било на почетку или краjу документа), а у другоj дисертациjе
чиjи су сажеци били представљени у оквиру табеле у одељку Кључна
документациjска информациjа. Од 11.624 дисертациjе, 2.594 су другоj
групи, коjа jе користила табеле. Из докумената су извучене три врсте
података (како на српском, тако и на енглеском): сажеци, кључне речи
и научна област дисертациjе. Пошто су кључне речи већ присутне
у метаподацима, њихово извлачење jе рађено само за прву групу
докумената, где су постоjала два скупа кључних речи (због могућих
разлика између две верзиjе). За другу групу су извучени само сажеци и
научна област дисертациjе.

С обзиром на то да метаподаци за већину дисертациjа у НаРДуС-у
садрже делимичне сажетке на оба jезика, Паjтон скрипта jе коришћена
за налажење почетка оба сажетка (првих 6 речи) у првоj групи
докумената. Уколико дисертациjа ниjе имала делимичан сажетак у
метаподацима или jе претрага била неуспешна, налажење почетка
сажетка jе покушано помоћу регуларних израза коjи су одговарали
могућем наслову одељка сажетка. Пошто су информациjе у овом одељку
увек биле представљене следећим редом: 1) сажетак, 2) кључне речи, 3)
научна област (за оба jезика), примењен jе приступ коjи jе користио
регуларне изразе за идентификовање краjа сваког сегмента и почетка
наредног, након чега су са овим информациjама ажурирани постоjећи
метаподаци дисертациjе.

За другу групу, у коjоj су жељени одељци били присутни у делу
Кључна документациjска информациjа, исти приступ jе примењен, уз
коришћење другачиjих регуларних израза за сегменте табела.

Након ових корака, извучено jе 7.687 паралелних сажетака, а
метаподаци ових дисертациjа су ажурирани сажецима и научном
облашћу дисертациjе. Где jе било могуће, кључне речи из текста
дисертациjа су такође извучене и сачуване у новом пољу у метаподацима
(keywords_from_text), у случаjу да се вредности разликуjу од оних већ
постоjећих у метаподацима добиjеним са НаРДуС-а.
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4. Евалуациjа

Евалуациjа података у оквиру овог рада фокусира се само на корпусе
необележеног текста на српском jезику, а сама евалуациjа се врши кроз
грубу процену jединствености сваког корпуса, односно процене колико
се он разликуjе од осталих. Да бисмо проценили аспект jединствености,
одлучили смо да спроведемо евалуациjу засновану на учесталости речи,
инспирисану постоjећим експериментом (Rayson and Garside 2000).
За сваки корпус-кандидат, извод од милион речи jе коришћен за
компилациjу фреквенциjа речи, а затим jе извучено 1000 наjчешћих речи
из сваког изводa корпуса. Ове наjчешће речи из сваког од десет изводa
корпуса коришћене су за изградњу листе карактеристика (jединственог
скупа речи), што jе резултирало са укупно 3.257 карактеристика из десет
корпуса. Релативне фреквенциjе (по милион речи) сваке речи из скупа
карактеристика у сваком корпусу коришћене су за попуњавање векторa
карактеристика (ако jе реч jедна од одабраних 1000 за таj корпус, у
супротном jе релативноj фреквенциjи додељена вредност 0). Када су
вектори карактеристика попуњени, израчунате су косинусне сличности
(на десети) између сваког пара како би се генерисала матрица сличности
корпуса. Корпус коjи има наjмању релативну сличност са осталима
сматра се наjjединствениjим. Израчуната матрица сличности корпуса
приказана jе у табели 8.

Из представљених резултата jе евидентно да jе наjjединствениjи
корпус према учесталости речи SrpELTeC, са просечном сличношћу од
0,40, посебно у поређењу са укупном просечном сличношћу од 0,71.
Такође jе наjудаљениjи од сваког поjединачног корпуса у матрици
сличности.

Нови корпус, S.T.A.R.S., jе други по удаљености од свих осталих
корпуса поjединачно и у просеку, што га чини другим наjjединствениjим
корпусом (просечна сличност од 0,57). Оно што jе посебно занимљиво
jесте да су два корпуса са наjмањом међусобном сличношћу управо
S.T.A.R.S. и SrpELTeC, са сличношћу од само 0,22, што их ставља
на супротне краjеве спектра, док се веб корпуси групишу у средини,
што jе посебно видљиво на дводимензионалноj репрезентациjи матрице
сличности. (слика 2).
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srWaC 0,93 0,88 0,95 0,98 0,79 0,72 0,87 0,36 0,71
cc100_sr 0,93 0,91 0,91 0,90 0,92 0,75 0,93 0,44 0,62
mC4_sr 0,88 0,91 0,84 0,87 0,84 0,78 0,88 0,50 0,61

OSCAR-sr 0,95 0,91 0,84 0,94 0,78 0,70 0,82 0,37 0,69
CLASSLA-sr 0,98 0,90 0,87 0,94 0,75 0,71 0,85 0,34 0,70
MaCoCu-sr 0,79 0,92 0,84 0,78 0,75 0,71 0,89 0,48 0,52
PDRS1,0 0,72 0,75 0,78 0,70 0,71 0,71 0,73 0,47 0,47

SrpKorNews 0,87 0,93 0,88 0,82 0,85 0,89 0,73 0,42 0,56
SrpELTeC 0,36 0,44 0,50 0,37 0,34 0,48 0,47 0,42 0,22
S,T,A,R,S, 0,71 0,62 0,61 0,69 0,70 0,52 0,47 0,56 0,22

Average 0,80 0,81 0,79 0,78 0,78 0,74 0,67 0,77 0,40 0,57

Табела 8. Матрица сличности српских корпуса необележеног текста
доступних на испитиваним чвориштима скупова података, заснована на
учесталости речи. Вредности представљаjу косинусне сличности подигнуте
на десети степен, добиjене поређењем вектора учесталости речи из скупова
карактеристика.

5. Закључак

Оваj рад пружа преглед текстуалних корпуса за српски (и
српскохрватски) jезик коjи су jавно доступни (на чвориштима Hugging
Face, European Language Grid и CLARIN VLO) у следећим категориjама:

– Корпуси необележеног текста – углавном веб порекла, са изузетком
књижевног корпуса SrpELTeC ;

– Обележени корпуси – различитог порекла, примарно обележени са
POS и NER информациjама;

– Паралелни корпуси – углавном веб порекла (MacocuParallel, OPUS ),
књижевни преводи и синтетички QA сетови и сетови инструкциjа,
jедан веб корпус резимеа, jедан полусинтетички корпус парафраза и
два мања уређена QA скупа.

88 Инфотека, год. 24, бр. 1, фебруар 2025.



Научни рад

Слика 2. Jединственост корпуса визуализована кроз дводимензионалну
репрезентациjу матрице сличности корпуса у виду графа мреже, где ивице
представљаjу удаљености између сваког корпуса, а боjе представљаjу спектар
груписања.

Утврдили смо да велика већина доступних корпусa необележеног
текста потиче са веба, и да постоjи више напора њихове дедупликациjе,
али ниjедан тренутно не обухвата све корпусе. Такође смо утврдили да су
корпуси високог квалитета веома слабо заступљени, без иjедног корпуса
коjи испуњава критериjум величине од наjмање три милиона речи.

Да бисмо превазишли недостатак текстова високог квалитета,
предлажемо и састављамо два нова, високо уређена корпуса на
основу jавно доступних докторских дисертациjа на српском: корпус
необележеног текста назван S.T.A.R.S. (Set of theses and academic re-
search in Serbian) и и паралелни енглеско-српски корпус сажетака назван
PaSaž. Први садржи 11.624 документа и преко 560 милиона речи, а
други садржи 7.678 паралелних сажетака и додатних 2.805 делимичних
сажетака, што чини око осам милиона речи, и представља велики
допринос jавно доступним корпусима високог квалитета за моделовање
српског jезика.
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Такође смо спровели евалуациjу засновану на фреквенциjи речи
коjа указуjе на jединственост дисертациjа у тренутноj парадигми, где
jе показано да имаjу релативно ниску сличност са другим доступним
корпусима, нарочито са књижевним корпусом SrpELTeC, док се веб
корпуси (коjи имаjу високу међусобну сличност) налазе у средини
(слика 2).

Поред тога, рад представља нови кровни веб корпус за српски и
српскохрватски jезик назван Umbrella corp., коjи обjедињуjе све тренутно
доступне веб корпусе необележеног текста у планираном jезичком обиму.

Будући рад у овоj области треба да укључи даље прибављање
висококвалитетних и књижевних текстова коjи се могу обjавити, као
и креирање процедура за унапређење постоjећих ресурса, посебно веб
текстова.

Захвалница

Рачунарски ресурси неопходни за дедупликациjу корпуса Umbrella
corp. обезбеђени су од стране Националне платформе за вештачку
интелигенциjу Србиjе.

Ово истраживање jе подржано од стране Фонда за науку Републике
Србиjе, #7276, Text Embeddings – Serbian Language Applications –
TESLA.
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Sempere, Gema Ramı́rez-Sánchez, Peter Rupnik, et al. 2022. “MaCoCu:
Massive collection and curation of monolingual and bilingual data: fo-
cus on under-resourced languages.” In 23rd Annual Conference of the
European Association for Machine Translation, EAMT 2022, 303–304.
European Association for Machine Translation.
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1. Рачунар „галаксиjа“ – око чега сва та бука?

Микрорачунар „галаксиjа“ jе први домаћи рачунар доступан
наjширем кругу обожавалаца у периоду интензивног развоjа рачунара
и њиховог приближавања краjњим корисницима, како у свету, тако
и на просторима бивше СФРJ. Важно jе разумети да током 1983.
године увоз рачунара у тадашњу Jугославиjу био забрањен, те jе
љубитељима рачунара и технике било немогуће да дођу до жељеног
предмета увозом на легалан начин. Са циљем да се домаћа производња
заштити од стране конкуренциjе, у СФРJ су уведена строга царинска
правила за увоз електронске опреме, што се одразило и на рачунаре.
Влада jе покушала да контролише прилив страних кућних рачунара
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уводећи увозна ограничења по питању цена и величине мемориjе. Како
jе жеља била jача од ограничења, људи су се досетили да уносе и
увозе део по део рачунара и састављаjу га не кршећи тако важећа
правила и прописе. Људи су се довиjали и уз помоћ приjатеља и
рођака из иностранства легално набављали наjразличитиjе делове.
Притисци државе само су поспешили креативност и инвентивност
љубитеља рачунара, и подстакли њихово самоорганизовање у жељи да
коначно буду власници рачунара погодног за кућну употребу. Наjбољу
илустрациjу ширења микрорачунара проналазимо у 129. броjу Галаксиjе
у оквиру текста „Микрорачунар изблиза“, где се каже: „Милиони људи
наjразличитиjих занимања, ђака и студената, песника и домаћица,
радника и службеника, лекара и адвоката већ су у наjближем контакту
са компjутером.“

Више компаниjа покушало jе да направи микрорачунаре сличне
кућним рачунарима из 1980-их, на пример Институт „Иво Лола Рибар“
– „лола 8“, ЕИ Ниш – „рecom“ 32 и 64, ПЕЛ Вараждин – „галеб“ и
„орао“, Ивасим „ивел ултра“ и „ивел Z3“ итд. (Le Parisien 2000). На њихов
неуспех или позиционирање ван тржишта кућних рачунара утицали су
многи фактори:

– били су прескупи за поjединачне купце (посебно у поређењу са
популарним страним рачунарима „ZX Spectrum“, „Commodore 64“
итд.),

– мали избор забавних и осталих програма ниjе привлачио рачунарске
ентузиjасте,

– ниjе било могуће купити их у продавницама.

Домаћи рачунари ове генерациjе углавном су се користили у
државним институциjама jер jе и њима било забрањено да купуjу увозне
рачунаре.

Рачунар „галаксиjа“ био jе jедини коjи jе успео да се избори за своjе
место под сунцем и освоjи срца љубитеља кућних рачунара у СФРJ.
Његов творац jе Воjа Антонић. У интервjуу коjи jе дао за портал
„Стартит“ Воjа прича када и како jе дошао на идеjу да га направи:

„(идеjа). . . Настала jе у Црноj Гори на летовању. За мене су летовања
на мору бескраjно досадна jер нема шта да се ради. Тамо сам узео
свеску и на плажи почео да правим неке своjе проjекте и цртам. Ту
сам први пут дошао на идеjу како може jедноставно и економично да
се направи видео-jединица, коjа jе била наjкомпликованиjа ствар за
тадашње компjутере. Цена компjутера jе увек зависила од сложености
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видео-jединице. Jа сам дошао на замисао како то може врло jедноставно
да се реши, да се направи компjутер коjи jе лош компjутер, спор до
бестрага jер четири петине времена троши на генерисање слике, али
jе то ипак био компjутер. Схватио сам да такав рачунар ради и може
врло jедноставно да се направи, па сам помислио зашто да не понудим
jош некоме? Онда сам решио да ћу то негде да обjавим као „do it your-
self“ (уради сам) проjекат. Часопис Галаксиjа jе обjављивао специjално
издање о рачунарима коjе jе требало да се зове „Рачунари у вашоj кући“.
Повезао сам се са Деjаном Ристановићем, човеком коjи jе требало то
да пише, и испричао му своjу идеjу, на шта jе он рекао: ’Како да не.
То би било дивно да за први броj буде нека самоградња’ и тако ми
кренемо“ (Startit 2017).

У истом интервjуу сазнаjемо и каква су била очекивања, колико ће
људи желети да састави „галаксиjу“, и она су се кретала од 50 до 500.
Броj наруџбеница пристиглих у часопис Галаксиjу за склапање рачунара
„галаксиjа“ износио jе 8.000 и превазишао jе и наjсмелиjа надања.

У интервjуу за Jугопапир о успеху акциjе сведочи и други актер
догађаjа – Деjан Ристановић, уредник специjалног издања Галаксиjе под
називом „Рачунари у вашоj кући“. Ристановић говори о томе како су
погрешили у процени тиража.

„Први броj ‘Рачунара у вашоj кући’ штампали смо у 30.000
примерака. Распродати су за две недеље, тако да смо морали да
доштампамо 20.000. И то смо продали, тако да jе на краjу направљено
поновно издање првог броjа у jош 25.000 примерака. Други jе броj
штампан одмах у 50.000 примерака, а како jе распродат, мислим да ће се
ових дана доштампати 25.000 примерака. Трећи броj се прави у 50.000
примерака. Да смо ствари мало боље проценили и штампали од прве
по 100.000 комада, опет би све било продато jер када више ниjе било
Рачунара на киосцима, људи су их размењивали и фотокопирали“ (Yu-
gopapir 2014).

О томе како су се споjили часопис Галаксиjа и истоимени рачунар
такође сведочи Ристановић на свом блогу: „Да би оваква акциjа успела,
требало jе неколико месеци припремати и пратити кроз текстове у
Галаксиjи, па jе тако септембра 1983. обjављен моj текст у коме jе
самоградња представљена. Текст jе пратила прелиминарна наруџбеница,
а одзив jе био невероватан: преко хиљаду читалаца Галаксиjе изражава
жељу да сагради своj први рачунар! Овако велики одзив jе вероватно
последица чињенице да jе увоз рачунара (као и било коjе друге робе
скупље од 1.500 тадашњих динара) био забрањен и да хиљаде људи
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заинтересованих за рачунаре ниjе видело никакав други начин да
прошири своjе знање. Карактеристике рачунара „галаксиjа“ нису биле
богзна како добре, али jе наш првенац био употребљив, уравнотежен и,
што jе наjважниjе, достижан – требало jе само скупити храброст и узети
лемилицу у руке!“ (Ristanović).

Техничке карактеристике рачунара „галаксиjа“ (слика 1) биле су
следеће:

– Процесор: ZiLOG З80А на 3,072 MHz
– Галаксиjа ROM „А“ (ROM „А“ или „1“) – 4 kB EPROM (2732 EPROM)

са jедноставним оперативним системом, и Галаксиjа BASIC код за
BASIC програм-преводилац;

– Галаксиjа ROM „B“ (ROM „B“ или „2“) – 4 kB (опционо, исто 2.732
EPROM), даjе додатне BASIC команде, машински jезик (асемблер),
монитор машинског кода и друго;

– Галаксиjа ROM за знакове – 2 kB (2716 EPROM) садржи дефинициjе
симбола (слова и знакова);

– Мемориjа RAM: од 2 до 6 kB статичке мемориjе (6116 RAM) у
основноj верзиjи, могуће проширење до 54 килобаjта;

– Текст: 32 × 16 слова или знакова, црно-бело;
– Псеудографика: 2 × 3 матрица, укупно 64 × 48 тачака;
– Звук: Нема, али интерфеjс за касетофон jе могао да се користи у ту

сврху, као на „спектруму“ (ZX Spectrum);
– Спремање података: касетофонска трака, снимање брзином од 280

бита у секунди;
– Улазни и излазни портови: 44-пински ивични конектор („Edge con-

nector“) са Z80 бусом, касетни магнетофон (DIN конектор), црно-
бели видео-сигнал са PAL синхронизациjом (DIN конектор), и UHF
антенски излаз (RCA конектор).

Основни циљ рачунара „галаксиjа“ био jе да људи могу сами да га
саставе (кад већ не могу да га купе) и након тога корисно употребе и
да на њему играjу игрице. Техничке карактеристике биле су такве да су
људи могли самостално, помоћу лемилице и мало стрпљења, саставити
своj први рачунар. О томе колико jе већ било популарно самостално
састављање рачунара говори и прилог из 130. броjа часописа Галаксиjа,
где jе у тексту „Клуб у Новом Саду“ представљен петнаестогодишњи
Иван Зиндовић, коjи jе на трибини организациjе Центра за изучавање
друштвеног и технолошког прогреса и уз присуство стотинак ученика
средњих школа приказао микрорачунар сопствене израде. Успео jе да
састави рачунар чиjа jе вредност била данашњих 6.000 динара.
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Слика 1. Рачунар „галаксиjа“ (Извор: https://www.limundo.com/
kupovina/Racunari-i-oprema/Desktop-racunari/Retro-racunari-i-oprema/
Racunar-GALAKSIJA/70103817)

Све ово допринело да „галаксиjа“ као jедини домаћи рачунар
осамдесетих година прошлог века уђе у домове грађана и омогући
популаризациjу коришћења рачунара у кућне сврхе.

2. Магиjа часописа Галаксиjа

Галаксиjа jе научнопопуларни часопис коjи jе излазио jедном месечно
и имао 66 страна. Цена часописа од jануара до jуна 1983. године износила
jе тадашњих 45 динара, а након тога 50 динара. Главни и одговорни
уредник био jе Гаврило Вучковић, а уредништво су сачињавали:

– заменик главног и одговорног уредника Есад Jакуповић;
– помоћник главног и одговорног уредника Танасиjе Гаврановић;
– уредници Александар Милинковић и Jова Регасек.

Почео jе да излази 1. марта 1972, као Часопис за ваздухопловство,
астронаутику и истраживање будућности, издање НИП Дуга. Од
новембра 1972. године (броj 8) долази до репозиционирања часописа и у
новом заглављу пише „Часопис за популаризациjу науке“, а тако остаjе
све до краjа периода коjи посматрамо у раду. Уколико погледамо ко jе
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све писао за часопис, очигледна jе уредничка намера да се Галаксиjа
удаљи од псеудонауке и да заузме обjективан став према одређеним
темама. О томе сведочи и издавачки савет часописа коjи су сачињавали,
поред осталих, и шест доктора наука, као и два професора Универзитета.

У том периоду актуелне теме у медиjима биле су мисиjа Аполо,
нуклеарни погони, рачунари и сл. Хладни рат се водио науком и то
jе изазвало велико интересовање популациjе за теме из ових области.
Максимални тираж коjи jе достигла Галаксиjа био jе око 85.000
примерака; почело jе од 50.000 примерака (Planeta 2021) мада jе било
тренутака када jе тираж падао на 30.000–35.000 примерака.

Концепт часописа био jе такав да jе увек постоjала тема броjа коjа jе
представљена на насловноj страни и детаљно обрађена у самом часопису
кроз неколико текстова. Распоред осталих тема разликовао се од броjа
до броjа. Константно jе била присутна секциjа „Игре, хоби, уради сам“,
коjа се увек налазила на краjу и наjчешће заузимала шест страница
часописа.

Часопис Галаксиjа био jе jедан од омиљених о чему сведоче и
писма читалаца, али и сам начин на коjи jе уредништво непосредно
комуницирало са њима. Отвореност jе била толика да су уредници чак
препоручивали стране часописе коjи су покривали исту тематику, без
обзира на то што су конкуренти. Директан доказ налазимо у броjу 132
у тексту „Страни часописи“, где стоjи: „Препоручили бисмо вам два:
MC microcomputer и Micro and personal computer. Претплата износи око
30.000 TRL лира, а адресе на коjе треба писати су. . . “

3. Методолошка замисао и инструменти
истраживања

Када jе потребно урадити нешто први пут, када се уводи новина било
у веће друштво или на нивоу неке мање заjеднице – промена започиње
комуникациjом: како представљена новина, каква се порука шаље и
на коjи начин – то су важна питања коjа захтеваjу одговор. Будући
да jе увођење рачунара у свакодневни живот становника Jугославиjе
био jедан од веома важних задатака за даљи развоj индустриjе,
економиjе, тиме и целе заjеднице, од изузетног jе значаjа анализа
комуникациjе коjа jе претходила великом успеху првог домаћег рачунара
намењеног широкоj употреби, а коjи су корисници могли сами саставити.
Важно jе разумети поруке, њихов интензитет и фреквенциjу, њихов
квантитет и квалитет – посебно уколико желимо да у будућности
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поновимо успех увођења новина попут ове. Под квалитетом писања
као наводи Стjепан Гредељ у књизи С ону страну огледала (Гредељ
1986) о изабраним проблемима подразумева се: броj написа обухваћених
узорком, њихова величина и комуникациjска вредност. Прва два
показатеља су непосредно уочљива и лако мерљива. Комуникациjска
вредност jе изведени показатељ коjи jе резултат процене значаjа коjи
се придаjе тексту с обзиром на његов положаj у структури листа.
Наjважниjим се процењуjу текстови коjи заузимаjу ударне странице
листа, насловну, прву и другу, док су текстови на осталим страницама
мање важни.

Под анализом садржаjа подразумева се истраживачки поступак
коjим се настоjи изградити системска искуствена евиденциjа о
друштвеноj комуникациjи (Manić 2017). Анализа садржаjа наjвише се
бави анализом секундарне грађе – оне коjа ниjе настала за потребе
истраживања већ потпуно независно од ње. Изабрана jе као метод
jер омогућава и квантитативну и квалитативну анализу – у овом
случаjу анализу садржаjа часописа Галаксиjа, тада наjзначаjниjег
научнопопуларног часописа на jугословенском тржишту. Jедан jе од
ретких коjи су у то време системски покривали теме из области
развоjа рачунара и технологиjе. Успех коjи jе постигао часопис овом
акциjом оправдава избор овог часописа за jедан од извора грађе. Као
извори грађе за потребе проучавања садржаjа часописа о истоименом
jугословенском рачунару коришћени су:

– постоjећа историjска и научнотеориjска литература о jугословенском
друштву током 1983. и 1984. године;

– искази и сведочења људи коjи су били учесници изградње рачунара
„Галаксиjа“ и писали текстове за часопис Галаксиjа (Воjа Антонић,
Деjан Ристановић, Станко Поповић);

– методолошка литература о анализи садржаjа;
– изабрана издања и текстови часописа Галаксиjа на коjима се

примењуjе анализа садржаjа.

Сви обрађени примерци часописа пронађени су и купљени преко
платформе Купиндо као колекционарски примерци, с обзиром на то
да до дигиталних верзиjа издања ниjе било могуће доћи. Како су
примерци набављени у прилично лошем стању: листови су били влажни
и изложени дугорочном деjству дима, а узевши у обзир тип повеза,
било какво растављање би потпуно уништило примерке часописа.
Услед недостатка професионале опреме и знања у области рестаурациjе
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папира, одлучила сам се за примену оригиналне методе анализе
садржаjа коjа се састоjи од читања текстова и ручном преброjавања
термина и одабраних фраза.

Узорком за анализу садржаjа обухваћени су сви броjеви часописа
Галаксиjа коjи су изашли током 1983. године од броjа 129 (jануар
1983. године) до прва два броjа 1984. године: 141 и 142 (изузев
броjа 136, коjи ниjе било могуће пронаћи на тржишту, а приступ
библиотекама jе отежан услед рестрикциjа изазваних глобалном
пандемиjом ковида). Временски оквир дефинисан jе у складу са
предметом истраживања, односно поjавом рачунара „галаксиjа“, коjи
представља фокус истраживања. Како jе првобитни план за излазак
рачунара био последњи квартал 1983. године, циљ jе био да се испрати
начин увођења теме у циљну групу, интензитет писања пре покретања
акциjе, промена интензитета писања током акциjе, конотациjе коjа се
даjе теми, као и утицаjа писања на резултате саме продаjне акциjе. Стога
jе, као идеалан, изабран период од jануара 1983. године закључно са
фебруаром 1984. године.

По речима Деjана Ристановића, проjекат „Галаксиjа“ за њега jе почео
24. jуна 1983. године, када му се jавио Зоран Васиљевић са идеjом
да погледа мали кућни рачунар коjи би читаоцима могао да буде
интересантан. Због тога период пре jунског издања часописа Галаксиjа
суштински можемо посматрати на jедан начин, као креирање текстова
коjе су аутори органски наменили одређеноj теми. Са друге стране,
период након jуна, када се часопис укључио у заjеднички проjекат на
другачиjи начин – више jе усмерен на акциjу и пропагирање одређених
идеjа са унапред дефинисаним продаjним циљем. Деjан Ристановић на
свом блогу говори о томе: „. . . питао сам се колико ће часопис бити
расположен да се ‘уплете’ у нешто што му ниjе основна делатност, али се
показало да jе интересовање огромно: Jован Регасек, тада уредник блока
у коме сам писао о рачунарима, и Гаврило Вучковић, дугогодишњи
главни и одговорни уредник Галаксиjе, одмах су уочили значаj ове идеjе
и показали велику спремност да се из све снаге ангажуjу на реализациjи.
Уз jедну важну измену: проjекат неће бити обjављен у Галаксиjи, већ у
специjалном издању „Рачунари у вашоj кући“, коjе jе требало да изађе
краjем 1983. године“ (Ristanović).

У анализи су коришћене две основне jединице: теме и симболи.
Анализом тема утврђено jе коjи су наjважниjи предмети написа коjи
доминираjу у изабраном периоду и у каквом су они односу према
поjавама и догађаjима коjима су посвећени; затим да ли нешто претходи

104 Инфотека, год. 24, бр. 1, фебруар 2025.



Стручни рад

акциjи посвећеноj склапању рачунара, дешава се паралелно са њом
или након ње. Оваj поступак захтева интерпретациjу грађе, а створене
процене се провераваjу у другим изворима података – пре свега, у
научноj литератури везаноj за таj период и ту тему, као и у сведочењима
самих учесника догађаjа.

Анализом симбола покушало се утврдити коjи су поjмови у оптицаjу
на страницама часописа Галаксиjа током 1983. и почетком 1984. године.
У вредносно-мотивационом деловању средстава комуникациjе поjедине
речи су саме по себи носиоци одређене поруке, па и читаве теме.
Мерена jе учесталост ових поjмова и њихова усмереност (да ли jе
позитивна, негативна или неутрална). Такође, стављање речи у одређен
контекст од суштинског jе значаjа када jе у питању утицаj на промене
у одређеним процесима – у овом случаjу наручивање и самостално
склапање рачунара „галаксиjа“.

Пре него што jе урађен категориjални систем за анализу, извршено jе
прелиминарно истраживање на мањем узорку текстова из посматраног
периода, након чега и груписање категориjа по логичкоj повезаности.
Сусрећемо се са двема категориjама:

1. категориjе садржаjа – с обзиром на то шта jе речено;
2. категориjе облика излагања садржаjа – с обзиром на то како jе нешто

речено.

Категориjама садржаjа испитуjу се предмет и смер порука. Предмет
одговара на питање о чему говори порука. Смер се односи на симболе и
утврђуjе да ли су они позитивно наклоњени према теми, неутрални или
негативни. У истраживању су разликовани текстови у оквиру секциjе
„Игре, хоби, уради сам“, коjа се увек налазила на зачељу месечника
(последњих шест страна), текстови теме коjа jе представљена и на
насловноj страни часописа, као и текстови коjи се налазе у издању
у вези са темом, а нису везани ни за секциjу ни за тему броjа.
Под квантитетом писања о изабраним проблемима подразумеваjу се
броj написа обухваћених узорком, њихова величина и комуникациjска
вредност. Изабране теме су следеће:

– човек и машина, робот – као jедна тема због илустративног спаjања
човека и машине у робота;

– вештачка интелигенциjа – као тема о коjоj се озбиљно расправљало
и у свету и код нас и коjа jе побуђивала различите контроверзе;

– џепни, кућни рачунари, компjутери као jедна тема – jер се често
користе као синоними;
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– микрорачунари као одвоjен сегмент због другачиjе употребе
термина, пре свега у контексту пословне и професионалне употребе
рачунара.

Што се тиче пошиљалаца, оних коjима jе намењена порука и
самог деjства поруке, извучени су посредни подаци, проверени и
допуњени подацима пронађеним у извештаjима и анализама доступним
из тог периода. Пошиљаоци поруке су, пре свега, аутори текстова и
уредништво часописа Галаксиjа. Примаоци поруке су читаоци овог
часописа заинтересовани за рачунаре и иновациjе на тржишту и нису
желели да буду одвоjени од светских трендова.

Одговор на питање како криjе се у часопису Галаксиjа, у то време
jедном од наjпопуларниjих часописа коjи jе обрађивао теме из области
технике и рачунара. Писањем текстова коjи су намењени разбиjању
митова о самим рачунарима, промовисању самоградње рачунара, као
и секциjи „Уради сам“, активно jе промовисана тема.

4. Квантитет писања о изабраним проблемима

Броj написа обухваћених узорком и њихов обим непосредно су
уочљиви као броj и површина текстова, а комуникациjска вредност jе
изведени показатељ, резултат процене значаjа коjи се придаjе тексту с
обзиром на његов положаj у структури листа. Наjвећи пондер додељен
jе тексту коjи jе промовисан на насловноj страни, а коjи jе тема броjа и
у оквиру теме му jе посвећено наjвише страна. Текстови на осталим
страницама мање су важни. Укупно има пет пондера приказаних
у табели 1. Уколико jедна од одабраних тема („човек и машина,
робот“, „вештачка интелигенциjа“, „џепни, кућни рачунари, компjутери“,
„микрорачунари“) припада некоj од категориjа приписуjе jоj се одређени
пондер.

Узорком jе обухваћено 13 броjева. Сваки броj Галаксиjе имао jе
66 страна. Броj страна посвећен секциjи „Игре, хоби и уради сам“ у
просеку jе шест (креће се између пет и седам) – дакле, 9% часописа
посвећено jе темама од интереса за оваj рад. Поред ове секциjе, текстови
намењени темама рачунара, робота и вештачке интелигенциjе поjављуjу
се у различитим сегментима у jош седам броjева, што чини 53%
обрађених издања. У тих седам броjева jе укупно 12 текстова посвећено
изабраним темама: човек и машина, робот, вештачка интелигенциjа,
џепни, кућни рачунари, компjутери и микрорачунари. Заступљеност
излажемо у табели 2.
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Секциjа пондер
Тема броjа 5
Друга страница 4
Трећа страница 3
Четврта страница 2
Остале странице 1

Табела 1. Пондерисање текстова

Броj Бр.стр. пондер Бр.стр. пондер Додатни Бр.стр. пондер Ук.бр.
Галак. за за текстови за страна

игре, склап. посв. дод. посв.
хоби рачунара теми текстове теми

129 5 5 1,5 1,5 0 0 0 1,5
130 5 5 1,5 1,5 0 0 0 1,5
131 6 6 2 2 1 2
132 6 6 1,5 1,5 1 1,5 1,5 3
133 7 7 2 2 2 4 4 6
134 6 6 0,5 0,5 1 1,5 1,5 2
135 6 6 1 1 2 9 45 10
137 6 6 1,5 1,5 0 0 0 1,5
138 6 6 2,5 2,5 4 10 50 12,5
139 6 6 2 2 0 0 0 2
140 7 7 0 0 0 0 0 0
141 6 6 2 2 1 1 1 3
142 6 6 2 2 0 0 0 2

Табела 2. Пондери за странице посвећене теми

Уочавамо да нема броjа у коме ниjе обрађена барем jедна од
тема: човек и машина, робот, вештачка интелигенциjа, џепни, кућни
рачунари, компjутери и микрорачунари. На графикону (слика 2)
уочавамо неравномерну расподелу укупног броjа страна посвећених
темама и jасан тренд пада почетком 1984. године, након изласка
специjалног издања намењеног склапању рачунара. Врхунац се достиже
у октобарском броjу 138, где jе тема броjа била рачунар, па jе и
очекивано да jе максимална пажња посвећена изабраноj теми. Такође, на
графикону се jасно види заинтересованост уредништва за тему и пораст
заступљености и пре сазнања о постоjању рачунара „галаксиjа“ и плана
акциjе.
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Слика 2. Укупан броj страна посвећених темама по броjевима Галаксиjе.

Што се тиче насловне стране, укупно постоjе три броjа (23%) на
коjима jе присутан jедан од ова три елемента (насловница садржи
реч рачунар, насловница садржи фразу вештачка интелигенциjа и
насловница садржи графички приказ рачунара). У броjу 138 тема
jе рачунар, те jе ова реч присутна и у самом наслову, као и у
графичкоj илустрациjи на насловноj страни. Конотациjа тема никада
ниjе негативна: или jе позитивна или неутрална. У табели 3 приказана
jе процентуална заступљеност тема на насловноj страни Галаксиjе.

Опис Проценат
Насловница садржи реч рачунар 7,69%
Насловница садржи фразу вештачка интелигенциjа 7,69%
Насловница садржи графички приказ рачунара 23,08%

Табела 3. Процентуална заступљеност тема на насловноj страни Галаксиjе.

У истраживању jе обрађено укупно 47 текстова. Сваки часопис jе
у складу са методом анализе садржаjа прочитан, преброjане су све
обрађене фразе и речи и подаци су складиштени у табеле. Поред
тога обрађена jе и величина текстова што jе специфичан показатељ
публицитета коjи се даjе одређеноj проблематици и теми у одређеном
времену (табела 4). За Галаксиjу као научнопопуларни часопис
карактеристично jе да ниjе био намењен за jеднократну употребу (за
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разлику од дневних издања новина), већ су се примерци чували, изнова
читали и у одређеним сегментима служили као уџбеници и приручници.
Тиме jе вредност сваког текста већа jер jе утицаj далекосежниjи, не
представља само тренутну забаву и разоноду. Заступљеност теме о
склапању рачунара jе константна. Посвећена jоj jе у просеку jедна и
по страна у сваком броjу. Максималан броj страна посвећен теми jе 2,5,
док само jедан броj часописа ниjе имао ниjедан текст .

бр. човек и ВИ, кућни рачунари, микро демократизациjа
Галаксиjе машина, интелигентне компjутери рачунар компjутера

робот машине и сл.
129 0 1 16 5 0
130 0 0 13 4 0
131 0 4 40 2 1
132 19 1 34 2 0
133 0 2 133 1 0
134 0 0 30 0 0
135 184 8 60 1 0
137 1 1 43 1 0
138 5 14 129 32 0
139 0 0 30 0 0
140 0 0 25 0 0
141 5 0 53 11 0
142 0 0 53 2 0
збир 214 31 659 61 1
просек 16,46 2,38 50,69 4,69 0,08

Табела 4. Заступљеност теме у обрађеним издањима часописа Галаксиjа.

У оквиру табеле 4 уочава се стабилан тренд и присутност текстова
у вези са склапањем рачунара. Са друге стране, присутност у оквиру
текстова ван тог одељка jе веома нестабилна, те jе jасно да jе део
системских настоjања уредништва да се скрене пажња на одабрану тему.
Приметно jе да се у првим месецима 1983. године изабране теме нису
поjављивале изван дела коjи се тиче хобиjа, али од лета се интензитет
умногоме мења, као што jе приказано на графикону (слика 3).

Кључне речи и фразе коjе се наjчешће jављаjу у оквиру анализираних
текстова:
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1. Џепни рачунар, кућни рачунар и компjутер (користе се као
синоними) – укупно 659 пута, у просеку 50 пута по броjу.

2. Човек и машина, робот – укупно 214 пута, у просеку 16 пута по броjу.
3. Микрорачунар – 61 пут, у просеку четири пута по броjу. Термин

микрорачунар се више користи за пословну примену рачунара и ниjе
одомаћен као израз када се разговара о кућноj и личноj (персоналноj)
употреби рачунара – стога jе у анализи и издвоjен као кључна реч.

4. Вештачка интелигенциjа – 31 пут, у просеку 2,38 пута по броjу.
5. Демократизациjа рачунара – свега jеданпут, у броjу 131, када су и

наjављени клубови љубитеља рачунара.

Пре тога, у броjу 130 уводи се поjам клубова као одличан начин
организовања љубитеља рачунара. Узевши у обзир време када jе лист
настао, реч демократизациjа ниjе била популарна и, без обзира на
њену потпуно бенигну употребу у овом контексту, уредништво jе никада
касниjе ниjе употребило.

Кроз саму анализу кључних речи очигледно jе наглашена
лична/персонална употреба рачунара и бирани су термини и фразе
блиски читаоцима, речи коjе не ствараjу одбоjност. Такође, дата jе
предност односу човека и машинe, као и роботима, а не самоj вештачкоj
интелигенциjи иако се тада та грана науке веома интензивно развиjала.
Ову тврдњу илуструjе и чињеница да у броjу 129 пише: „Централни
процесор jе срце и мозак рачунара, део машине коjи мисли.“ На
графикону (слика 3) приказана jе расподела кључних речи по броjевима
и приметан jе утицаj теме броjа на заступљеност и учесталост кључних
речи. Уочава се и да су од лета до пред излазак броjа специjалног издања
намењеног састављању рачунара „галаксиjа“ интензивно покривене
кључним речима, што указуjе на то да jе уредништво припремало терен
за акциjу.

5. Небо jе граница: наjсмелиjи сан – 1.000
наруџбеница; пристигло 8.000

У СФРJ jе 1983. и 1984. године био регулисан увоз робе чиjа вредност
износи тадашњих 1.500 динара и више. Како Танjуг jавља 22. VII те
године, у првоj половини године више jе него преполовљен jугословенски
дефицит у трговини са западом (са 2,12 на 0,99 милиjарди долара)
захваљуjући смањеном увозу и повећаном извозу. Поред тога, Уставни
суд jе приговорио Савезноj скупштини због закона коjим се путовање
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Слика 3. Расподела кључних речи и фраза.

у иностранство условљава депозитом од 5.000 динара (уведено октобра
1982), чиме су и честа путовања у иностранство била тешко изводљива.
Због царинских мера увоз комплетних рачунара био jе немогућ.
Jугославиjа jе 1983. године службено банкротирала иако то никад своjим
грађанима ниjе обjавила (но обjавили су други), те jе престала да
плаћа све обавезе према иностранству, што jе резултирало великим
несташицама. Са друге стране, домаћа индустриjа ниjе успевала да
довољно брзо и по прихватљивим ценама развиjе рачунаре за кућну
употребу. Интересената jе било, персонални рачунари су били „врућа
тема“ међу љубитељима технике коjи су се довиjали на свакакве
начине да дођу барем до компонената како би склопили рачунар и
отпочели програмирање или уживали у игрицама. Уредништво листа,
а пре свега три човека наjзаслужниjа за праћење теме – Станко
Поповић, Деjан Ристановић и Воjа Антонић, сваки кроз своjу мрежу
контаката, своjу делатност, разговоре са читаоцима Галаксиjе, кроз
праћење локалних дешавања, кроз питања коjа су им стизала, уочили
су пораст интересовања за рачунаре и одлучили да реагуjу на повећању
тражњу.

Приликом читања текстова запажа се веома отворена комуникациjа
са читаоцима по принципу питања и одговора коjи се обjављуjу у
оквиру одељка намењеног за то. Примећуjе се да уредништво прати и
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локална дешавања по градовима, посебно клубове љубитеља рачунара,
као и да радо посећуjе њихове догађаjе и обjављуjе вести о њима. То
омогућава грађење мреже контаката и стално примање информациjа из
свих краjева земље – непрекидно опипавање пулса читалаца и дешавања.
Управо на оваj начин су уредници и новинари сазнали коjе теме
занимаjу читаоце и осмислили како да их представе. Поред тога, кроз
садржаj часописа Галаксиjа веома jасно се види да су новинари пратили
сва страна издања, преводили чланке и прилагођавали их за домаће
тржиште. У интервjуу коjи jе дао за Jугопапир, Деjан Ристановић каже
следеће о страним часописима у вези са рачунарима коjи су се могли
набавити у Србиjи: „Прави квалитет коjи нам нуде те стране ревиjе
изванредни су прикази нових типова рачунара и перифериjске опреме,
али то jе ипак премало за цену листа и поштанских трошкова, коjи се
плаћаjу у девизама“ (Yugopapir 2014).

Према подацима Републичког завода за статистику, просечна
месечна плата у Србиjи тада jе износила 15.161 динара (Republički za-
vod za statistiku 2006), а специjално издање Галаксиjе коjе се бавило
склапањем рачунара коштало jе 200 динара. То значи да jе за таj посебан
броj Галаксиjе требало издвоjити око 1,3% просечне плате. Године 1983.
цена килограма jабука износила jе 35 динара, а килограм чоколаде
коштао jе 257 динара (Milićević 2018) – стога можемо сматрати, на основу
података Макроекономиjе, да су се за цену Галаксиjе могли покрити
дневни трошкови просечне породице у Србиjи.

Како и сам Ристановић истиче, „то jе имало своjу сврху у тренутку
када jе рачунаре требало популарисати и када у земљи ниjе било
довољно програма. . . “ (Yugopapir 2014). На почетку наjважниjа jе била
спознаjа да jе самоградња могућа, а то jе оно што jе претходило писању
Галаксиjе. Сва интегрисана кола могла су легално да се увезу поштом
из иностранства, а набавка штампаних плоча, тастатура и кутиjа могла
се организовати у Jугославиjи. План jе био да програмираjу EPROM
мемориjе, jер су пошли од претпоставке да ће стићи максимално 100
захтева, наjхрабриjи су очекивали 1.000 – међутим, стигло jе 8.000
захтева.

По речима самог Ристановића: „Да би оваква акциjа успела, треба
jе неколико месеци припремати и пратити кроз текстове у Галаксиjи,
па jе тако септембра 1983. обjављен моj текст у коме jе самоградња
представљена. Текст jе пратила прелиминарна наруџбеница, а одзив
jе био невероватан: преко хиљаду читалаца Галаксиjе изражава жељу
да сагради своj први компjутер! (...) Када нека акциjа добро крене,
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људи коjи у њоj учествуjу имаjу веома jак мотив да се и даље труде:
Воjа Антонић jе следећих месеци безброj пута побољшао хардвер и
софтвер рачунара, а Галаксиjа jе покушавала да пронађе наjпогодниjи
начин да организуjе набавку комплета за самоградњу, ослањаjући
се на „малу привреду“, коjа jе тих година тек настаjала. Тако смо
уговорили да ‘Мипро’ и ‘Електроника’ из Буjа, у сарадњи са Институтом
за електронику и вакуумску технику, испоручуjу штампане плоче,
тастатуре и маске, да ‘Микротехника’ из Граца шаље чипове, а да
Галаксиjа прикупља наруџбенице и програмира EPROM.“

То jе оно што jе Галаксиjа и урадила. Одлично jе пратила тему и
креирала потражњу изабравши сjаjне ауторе – врсне познаваоце теме,
блиске трендовима коjи су постоjали у свету, а коjи пишу на начин коjи jе
близак читалачкоj публици. Исплатило се инсистирање на самоградњи,
„уради сам“ и активном учешћу у састављању рачунара, коjе се годинама
протезало кроз Галаксиjу, а читаоци су били уверени да могу сами узети
лемилицу у руке и саставити сопствени рачунар и почети нешто корисно
да раде на њему. Одлична упутства, сликовити прикази, позитивна
конотациjа рачунара били су ветар у jедра целом проjекту. Ево неколико
примера:

– У 131. броjу, у тексту под називом „Комуникациjа са рачунаром“,
постоjи шест илустрациjа процеса комуникациjе са рачунаром. Као
што се може видети и на слици 4, на свакоj илустрациjи jе рачунар
насмеjан и расположен за комуникациjу, и сарадња са човеком
представљена jе као тимски рад.

– У броjу 135, у тексту са маштовитим насловом „Полетео
вараждински ‘галеб’“ наjављуjе се први jугословенски микрорачунар
намењен личноj и кућноj употреби – односно његов улазак у
сериjску производњу. Наводи се и цена рачунара од 89.035 динара
и констатуjе како jе она доста висока за оно што се нуди. Уз текст
иде и фотографиjа рачунара уз обjашњење: „По спољашњем изгледу,
‘галеб’ се може мерити са многим рачунарима стране производње.“

– У 139. броjу, под насловом „Све моћниjи“, приказана jе и графика
рачунара „галаксиjа“. Прва порука исписана на екрану гласила jе: „И
ти можеш да направиш рачунар ГАЛАКСИJА“ – боља мотивациjа
од те ниjе потребна.

Проблеми настаjу у реализациjи самог проjекта – логистика и
набавка су прве отказале послушност. „Прво ниjе било витропласта, па
ниjе било тастера, па ниjе било довољно новца за производњу (плаћало
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Слика 4. Комуникациjа са рачунаром.

се поузећем), па ниjе било чипова... Марфиjеви закони су се и те како
показали на делу: цене чипова су годинама падале да би, почетком 1984,
нагло скочиле. Статички RAM-ови су баш тада поскупели, поjавили су
се проблеми у набавци EPROM-а од 4 килобаjта, Z-80 jе поjефтинио,
али jе Галаксиjин Z-80А поскупео. Програмирање EPROM-а jе било
мало успорено, „Микротехника“ jе каснила неколико месеци, MIPRO и
„Електроника“ готово читаву годину, а сви ти проблеми су се сурвали на
редакциjски телефон Галаксиjе. Хиљаде телефонских позива су основни
узрок како за закашњење „рачунара 2“, тако и за успорен рад на даљем
развоjу рачунара „галаксиjа“ (Ristanović).

Jедини начин да се посао доведе до краjа подразумевао jе много
директног рада и контаката са наручиоцима, као и много стрпљења
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како би се решили проблеми у вези са набавком и логистиком. Почетком
1984. године у помоћ jе притекао и радио, те су снаге удружили Зоран
Модли, Деjан и Воjа. Сваког петка у етру jе била нова епизода, а теме
су биле популарне и занимљиве ширем кругу слушалаца – углавном
игре и демонстрациjе: Замак, Jumping Jack, Мастермаjнд, Еволуциjа,
Галактички рат, Хамуараби, Биоритам.

Уредништво и творци рачунара „галаксиjа“ нису били задовољни
софтвером коjи су направили краjњи корисници. Од више хиљада
наруџбеница Галаксиjе, стигло jе свега пет-шест програмских решења
вредних обjављивања. Закључак редакциjе био jе да jе креирање
програма знатно захтевниjи посао од састављања рачунара, те да jе
битно да се креаторима омогући и комерциjална надокнада за њихов
рад и труд.

6. Закључак

Данас jе тешко замислити ситуациjу у коjоj не можете да одете у
продавницу и купите оно што вам треба: било да jе реч о рачунару,
мобилном телефону или неком софтверском решењу. Не морате чак
ни да идете – све jе доступно „на клик“ и свака куповина може да се
обави преко интернета, а да већ следећег тренутка сачекате испоруку
на кућну адресу. Приказани случаj првог домаћег рачунара „галаксиjа“
за кућну употребу показуjе да jе и у временима великих ограничења и
рестрикциjа могуће наћи решење уколико се упосле знање и умеће, тj.
ако се креативно приступи решавању проблема. Улога коjа jе преузета
у том случаjу jе активна, а не пасивна – конзумерска. Човек jе у
овом случаjу активан стваралац, а jасно се показуjе да медиjи (у овом
случаjу научнопопуларни часопис Галаксиjа) могу да подстакну људе
на конкретну акциjу и улиjу им довољно вере и инспирациjе за активно
деловање. Циљ писања било jе покретање људи на акциjу, без почетне
жеље за комерциjалним успехом – коjи jе, на краjу, ипак остварен. У
интервjуу коjи jе дао за портал „Стартит“, одговараjући на питање због
чега jе Галаксиjу бесплатно уступио људима, Воjа Антонић обjашњава:
„Због чега сам и све друго радио. Мени jе то био циљ. Касниjе, кад jе
обjављен први броj часописа, поjавила се нека фирма са Истре коjа jе
дистрибуирала компоненте, увозила их из Аустриjе и продавала заjедно
са програмираним EPROM-има. Они су финансиjски лепо прошли. Када
сам на краjу израчунао колико су тога они продали, испоставило се
да су зарадили више од милион тадашњих марака. То би, теоретски,
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требало да ме потресе, али ниjе ме потресло. Њима jе то био циљ, мени
jе недостаjало похлепе да бих тако нешто урадио“ (Startit, 2017).

Сам однос са читаоцима Галаксиjе, коjи се одвиjа кроз диjалог (у
то време асинхрон jер jе захтевао дописивање путем дописница или
телеграма), указуjе на постоjање дискурса о састављању рачунара,
одабира наjбољих опциjа у одређеном ценовном рангу, истраживања
потенциjалних решења и подстицање стваралачког чина. Такав вид
комуникациjе са уредништвима часописа данас jе готово потпуно
нестао. Како се коментари остављаjу путем интернета и различитих
платформи, њихово творци не употребе довољно времена и енергиjе да
артикулишу своjе ставове и мисли, и остваре конструктиван диjалог. Са
друге стране, уредништво ни издалека не посвећуjе времена и енергиjе
ставовима читалаца, њиховим питањима. Модерациjа коментара одвиjа
се на потпуно другачиjем нивоу и у оквиру других тимова, наjчешће
оних коjи су задужени за друштвене мреже. Питање обjављивања и
необjављивања коментара и утисака читалаца исто jе као што jе било и
1983. године – нажалост, никада нећемо сазнати колико тога jе остало
необjављено и зашто.

На основу сведочења актера, као и података истраживања, jасно
jе да рачунар „галаксиjа“ никада не би постигао успех без системске
подршке часописа Галаксиjа. Проjекат jе добар пример како приступити
решавању проблема на креативан и довитљив начин у тренуцима када
су постоjала обjективна ограничења коjа jе наметнула држава.
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1. Увод

Универзитетска библиотека „Светозар Марковић” и Друштво за jезичке
ресурсе и технологиjе – JеРТех организовали су први семинар „Увод
у Дигиталну хуманистику: радионице за имплементациjу ‘удаљеног
читања‘ у истраживачкоj пракси”, коjи jе реализован у Тршићу од
4. 12. до 8. 12. 2023. године. Семинар jе спроведен кроз сарадњу
његових аутора и Министарства науке, технолошког развоjа и иновациjа
Републике Србиjе. Полазници семинара били су студенти основних,
мастерских и докторских студиjа. Циљ овог семинара био jе да се
студенти филолошких и хуманистичких наука упознаjу с методама
дигиталне хуманистике, припреме и обраде текста за примену техника
‘удаљеног читања’. Семинар jе обухватао део с предавањима и
практичан део, односно радионице.

Првог дана семинара одржана су два предавања, потом jе у
поподневним сатима уследила примена теориjског дела. Прво предавање
„Увод у дигиталну хуманистику” одржао jе др Василиjе Милновић.
На почетку излагања, др Милновић се осврнуо на резултате њихових
досадашњих проjеката, упознао jе полазнике с проjектом у оквиру
COST Action CA16204 Distant Reading for European Literary History
(2018–2022) и истакао важност дигиталне хуманистике. Говорио jе о
значаjу развиjања jезичких технологиjа, с посебним освртом на тзв.
"мале jезике" (нпр. Исланд, Естониjа или Израел где се улажу значаjна
средства у развоjу тог процеса) и њиховоj потенциjалноj примени у

118 Инфотека, год. 24, бр. 1, фебруар 2025.



Приказ

лексикографиjи, настави српског jезика и књижевности, превођењу и
другим областима.

Предавање проф. др Цветане Крстев било jе посвећено корпусу
SrpELTeC. Проф. др Крстев упознала jе полазнике с процесом
настаjања овог корпуса и критериjумима коjе jе било неопходно
испунити да би српски роман у датом периоду постао део корпуса
(равномерна заступљеност и мушких и женских аутора; равномерно
покривање изабраног периода (1840–1920); разноврсност по питању
дужине; позната и призната дела, али и непозната; разноврсност
аутора). Било jе речи о изазовима с коjима су се сусретали током
формирања српске потколекциjе, као и о процесу дигитализациjе
првих издања (или наjстариjих доступних). Процес дигитализациjе
чине следећи кораци: скенирање, оптичко препознавање карактера,
корекциjа, основна анотациjа, уношење метаподатака, аутоматска
напредна анотациjа.

Полазници семинара упознати су на коjи начин се врши корекциjа
и обележавање текста, као и како се уносе метаподаци, те су први дан
радионице добили текст на коjем су радили корекциjу пратећи упутства
за обележавање, а током осталих дана уносили су метаподатке и радили
су на анотациjи jезичких ентитета у том тексту.

Другог дана jе др Александра Тртовац, у свом предавању
„Универзитетска библиотека ‘Светозар Марковић’ и удаљено читање”,
говорила о повезаности библиотекарства и дигиталне хуманистике, као
и о њиховоj улози у COST акциjи. Друго предавање др Тртовац
посветила jе проjекту Транскрибус и дигитализациjи путем мобилног
телефона. Полазници су тог дана на радионици направили налоге на
Транскрибусу,1 а потом су упознати и са апликациjом DocScan помоћу
коjе jе могуће учитати рукописне радове и добити транскрипт текста.
Веома корисно било jе упознавање с напредним претраживањем у
Кобису.2 Поред изборног претраживања, фокус jе био усмерен и ка
командном претраживању. Jедна од корисних информациjа била jе
и да се у одељку UNPAYWALL налазе научни чланци са отвореним
приступом, као и да сва имена и презимена jедног аутора (корисно
уколико имамо псеудоним, а желимо да излистамо сва дела jедног аутора
или ако jе презиме ауторке мењано услед брачних разлога) можемо наћи
у делу CONOR.SR.

1. readcoop, приступљено 28. 6. 2024. године
2. COBISS.SR, приступљено 28. 6. 2024.
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Трећег дана проф. др Крстев упознала jе полазнике с поjмом
именовани ентитети и начином како се они обележаваjу у тексту.
Предавање проф. др Ранке Станковић надовезало се на претходно,
било jе речи о обради дигиталних текстова. Учесници радионице су
радили на аутоматскоj анотациjи делова текста именованим ентитетима
(места, особе, организациjе, професиjе. . . ), дате су и одређене напомене
о напредниjим врстама анотациjе, потом jе уследила контрола и
евалуациjа аутоматски евалуираних података.

Истог дана на радионици учесници су упознати с википодацима
о српским романима, те су уносили основне податке о тексту коjи
су добили првог дана користећи алате OpenRefine и QuickStatements.
Учесници су упознати и с претраживањем података jезиком SPARQL.

Четврти дан започет jе предавањем проф. др. Душка Витаса,
говорено jе о процесу настаjањa кулинарског корпуса. Проф. др Ранка
Станковић наставила jе тему о корпусима доступним на NOSKE
платформи друштва JерТех.3 Учесници су имали прилику да се упознаjу
с основама CQL jезика и како да даjу упите над корпусом srpEL-
TeC. Радионица jе била посвећена командним претрагама, почевши од
jедноставниjих упита, па све до сложениjих граматичких образаца и
упита коjи укључуjу етикете именованих ентитета.

Последњег дана семинара учесници су слушали предавање
„Инициjатива за развоj отворених NLP/NLU ресурса и алата за српски
jезик” Слободана Марковића. Током предавања истакнути су изазови
употребе вештачке интелигенциjе (ВИ), као и могућности и проблеми
у вези с обрадом српског jезика коришћењем ВИ. Проблем постоjи jер
модели нису суштински прилагођавани, њихова примена ниjе практична
у пословним решењима и могућности експресиjе су сужене. Решење jе
у томе да буде што више текста за обучавање. Идеално би било да jе
што више тога jавно доступно, под пермисивном лиценцом и да покрива
оба изговора. Циљеви инициjативе за отворене NLP ресурсе jесу бољи
резултати претраге и разумевање текста.

На овом семинару стечена су свеобухватна знања о методама
дигиталне хуманистике и значаjу ове научне области. Оваj семинар
омогућио jе боље увиде за будућа истраживања, посебно када jе у питању
обележавање грађе, али и рад са текстуалним корпусима, у чему jе и
наjвећа примена наученог током овог семинара. Оно што треба истаћи
као наjважниjи резултат ових предавања и радионица jесте упознавање
с колегама и развиjање потенциjалне сарадње на будућим проjектима

3. noske.jerteh.rs, приступљено 28. 6. 2024.
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и истраживањима. То и jесте главни разлог зашто бих као учесница
топло препоручила семинар „Увод у Дигиталну хуманистику: радионице
за имплементациjу ‘удаљеног читања’ у истраживачкоj пракси”.

Захвалница

Оваj рад финансирало jе Министарство просвете, науке и технолошког
развоjа Републике Србиjе према Уговору броj 451-03-136/2025-03/
200174, коjи jе склопљен са Институтом за српски jезик САНУ.
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