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ABSTRACT: This study presents the cre-
ation of a synthetic evaluation dataset for the
Serbian SentiWordNet using Large Language
Models (LLMs), specifically focusing on the
Mistral model. Addressing the scarcity of the
sentiment analysis resources for Serbian, this
research aims to bridge this gap by generating
a dataset to evaluate and enhance sentiment
analysis tools for Serbian. Sentiment polarity
values from the English SentiWordNet were
automatically mapped to Serbian WordNet
via the Inter-Lingual Index (ILI). To refine
these values for better alignment with the Ser-
bian language, a new evaluation dataset was
created. Initially, 500 synsets from the Serbian
WordNet were selected based on their align-
ment with the senti-pol-sr lexicon and with
the mapped values from SentiWordNet. These
synsets underwent sentiment polarity classifi-
cation using the Mistral model. A balanced
subset of 75 synsets was then randomly ex-
tracted. It was further refined for sentiment
gradation, and manually reviewed. The find-
ings demonstrate a high model reliability, with
approximately 93% of responses meeting the
established acceptability criteria.
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1 Introduction

Sentiment Analysis is the process of computationally determining the emo-
tional tone behind the text to understand the attitudes, opinions, and emo-
tions expressed by it. One of the two main methods for Sentiment Analysis
is based on sentiment lexicons. Sentiment lexicons are specialized dictionar-
ies that associate words and phrases with sentiment values, facilitating the
automated analysis of emotions in text (Liu 2010).

One problem noted with sentiment lexicons is that some words can have
multiple meanings, and different senses of the word can convey different sen-
timents. The solution to this problem is to assign sentiment value by sense
rather than by word. A prominent example of such a lexicon is SentiWord-
Net (SWN), which extends the Princeton WordNet (PWN) dictionary by
assigning sentiment scores to each synset (a set of cognitive synonyms) to
reflect the collective emotional tone of literals comprising synsets. This pro-
cess involves selecting a small number of synsets with high polarity values
and then expanding this set by adding synsets through a semi-automated
method that identifies relationships within WordNet that either preserve or
reverse polarity. The resulting expanded set is then used to train classifiers
based on the definitions of these synsets (Baccianella, Esuli, and Sebastiani
2010).

Wordnets for many languages are mutually interconnected through the
Inter-Lingual Index (ILI) — a synset in a wordnet of a particular language is
assigned a value from ILI representing an abstract concept, which is assigned
to synsets in other languages that lexicalize the same concept. Both Eu-
roWordNet (Vossen 2004) and BalkaNet (Tufis, Cristea, and Stamou 2004)
connect to PWN in this way, and thus to SWN. EuroWordNet includes word-
nets for eight languages, while BalkanNet adds five more (Bulgarian, Greek,
Romanian, Serbian, and Turkish) (Krstev et al. 2004; Krstev, Koeva, and
Vitas 2006; Stankovi¢ et al. 2018). It is trivial to map SWN to any wordnet
that has ILI, which is the case for all wordnets belonging to the Open Mul-
tilingual Wordnet (OMW) project (Bond and Paik 2012), which currently
spans 200 languages.

Research has demonstrated that the sentiment values from the SWN
are applicable to non-English languages (Denecke 2008). Serbian WordNet
(SrpWN) contains sentiment values obtained from SWN by direct mapping
of synsets using ILI (Mladenovi¢, Mitrovié, and Krstev 2014). It has already
been used in the creation of a hybrid framework for sentiment analysis in
Serbian (Mladenovié et al. 2015).
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Our hypothesis is that the lexicon can be improved by replacing
mapped sentiment values with values that better represent the Serbian lan-
guage. Similar improvements have been made for Turkish (Dehkharghani
et al. 2016), Arabic (Alhazmi and Black 2013), Vietnamese (Vu and Park
2014), Odia (Mohanty, Kannan, and Mamidi 2017), Indonesian (Wijayanti
and Arisal 2021), and Hindi (Bakliwal, Arora, and Varma 2012). However, an
evaluation dataset, a subset of synsets from SrpWN already annotated with
sentiment polarity, is needed to evaluate these improvements for Serbian.

For SWN, an evaluation dataset exists: Micro-WNO(Cerini et al. 2007)
is a manually labeled subset of synsets from PWN, available online.’ Cre-
ating a comparable evaluation dataset for the Serbian language manually
would necessitate a significant effort, involving either a small number of ex-
pert annotators or a larger group of less skilled annotators. Having in mind
that such experts are not at our disposal, an alternative approach becomes
imperative.

Synthetic evaluation datasets are artificially created collections of data
designed to test and validate computational models, particularly in domains
where real-world data may be scarce, biased, or too sensitive to use. These
datasets are generated through algorithms or simulations that aim to mimic
the statistical properties of real data, allowing researchers to conduct robust
evaluations under controlled conditions (Lu et al. 2024).

The emergence of LARGE LANGUAGE MODELS (LLMSs) has enabled the
creation of much better synthetic datasets. It has been shown that for pur-
poses of nature language processing (NLP) tasks, including sentiment anal-
ysis, LLMs can successfully annotate with only a few examples (Amatriain
2024; Brown et al. 2020).

In a ZERO-SHOT LEARNING scenario model is making predictions or anno-
tations without having seen any explicit examples of the task during training.
This capability is particularly useful for sentiment analysis in languages or
contexts where annotated data are scarce, as it allows the LLM to apply
its pre-existing knowledge to new, unseen tasks (Amatriain 2024; Brown et
al. 2020).

FEW-SHOT LEARNING, on the other hand, provides the model with a
small number of examples from which it can learn to perform a task. This
approach is especially advantageous for refining the model’s understanding
and increasing its accuracy in specific applications, such as distinguishing
nuanced sentiment expressions (Brown et al. 2020).

1. https://github.com /aesuli/Sentiwordnet /blob /master /data/Micro-WNop-
WN3.txt

Infotheca Vol. 24, No. 1, February 2025 55


https://github.com/aesuli/Sentiwordnet/blob/master/data/Micro-WNop-WN3.txt
https://github.com/aesuli/Sentiwordnet/blob/master/data/Micro-WNop-WN3.txt

Petalinkar S. Synthetic Dataset for Serbian SentiWordNet, pp. 53-70

The utilization of PROMPTS AND RESPONSES with LLMs enables these
learning paradigms to be applied effectively. By crafting prompts that guide
the model towards the desired output, researchers can leverage the LLM’s
capabilities for sentiment analysis. This involves providing a prompt that
clearly states the task, such as identifying the sentiment of a given text,
and then allowing the model to generate a response based on its training
and the context provided by the prompt. Such an approach helped harness
the power of LLMs for detailed sentiment analysis, offering a flexible and
efficient method for analyzing sentiment across diverse datasets (Amatriain
2024).

This raises the question of whether LLMs could be employed not just to
create an evaluation dataset, but to annotate the entire StpWN with senti-
ment polarity values. The decision to focus on creating a small evaluation
dataset stems from the prohibitive computational expense associated with
annotating the entire network.

The proposed solution entails the creation of a synthetic dataset com-
prising synsets annotated by an LLM. The primary motivation behind this
approach is to enable modification of the existing sentiment values in StpWN
obtained by mapping from SWN, particularly targeting synsets containing
words that would be identified as having a specific polarity in a sentiment
lexicon derived from a Serbian corpus but were mapped as purely objective
in sentiment.

To achieve a balanced sample suitable for effective evaluation, especially
in the later application of machine learning models for sentiment classifica-
tion, a set of 500 synsets was randomly selected and processed using the
Mistral model. This initial processing aimed to categorize the synsets into
positive, negative, and objective sentiment groups. Subsequently, an equal
number of synsets from each sentiment category were chosen for finer gra-
dation.

The results underwent a manual annotation process, where each synset,
along with the values returned by the LLM, was assessed and assigned a
simple ‘pass’ or ‘fail’ grade based on their alignment with the expected sen-
timent annotations.

Originally, the methodology was designed to incorporate a few-shot learn-
ing approach for fine sentiment gradation, utilizing examples from synsets
not selected for the primary dataset—specifically, those synsets that exhib-
ited self-evident sentiment alignment across both Serbian and English SWN.
However, the preliminary results obtained through the zero-shot approach
were found to be sufficiently satisfactory, rendering the few-shot component
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unnecessary. Consequently, the study proceeded exclusively with the zero-
shot learning paradigm, where the Mistral model was applied without prior
examples specific to the task of sentiment analysis.

Manual annotation of the outputs confirmed the validity of this stream-
lined approach. The zero-shot methodology demonstrated a remarkable suc-
cess rate of over ninety percent, affirmatively showing that even without
the inclusion of few-shot learning and the additional context it provides,
the LLM could effectively discern and classify sentiment within the selected
Serbian synsets.

The main LLM used in this research is Mistral 7B — Instruct?, a fine-
tuned variant of the 7-billion-parameter Mistral 7B model designed for su-
perior performance and efficiency. Mistral 7B outperforms the Liama 2 13B
model on various benchmarks and even surpasses Llama 1 34B in reasoning,
mathematics, and code generation (Jiang et al. 2023). The Mistral 7B —
Instruct model used in this research also outperforms the Llama 2 13B —
Chat model on both human and automated benchmarks (Jiang et al. 2023).
Released under the Apache 2.0 license, the model offers a flexible tool for
researchers, with the ability to run locally without cost (Jiang et al. 2023).

This paper is organized into several key sections to comprehensively dis-
cuss the research and findings. In Section 2, the methodology is discussed in
detail, including the selection of synset definitions for processing, the specific
prompts used, and the application of these prompts. Additionally, there is a
brief mention of attempts to use other Large Language Models (LLMs) for
comparison. Section 3 presents the results, describing the accuracy of the
model with examples of synsets evaluated as both correct and incorrect, as
well as outputs that were not in the proper format. Finally, Section 4 con-
cludes the paper with a summary of the findings and a discussion of potential
future work that could extend this research.

2 Methodology

The senti-pol-sr is a polarity lexicon for the Serbian language, annotated
at the literal level rather than at the sense level (Stankovi¢ et al. 2022). It
includes literals that exhibit clear polarity, categorized as either positive or
negative, and do not contain words considered to be objective.

In our research, the lexicon was employed to select a sample suitable for
annotation by LLM. This was achieved by identifying all synsets from the

2. https:/ /huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
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SrpWN containing literals (words) present in the senti-pol-sr lexicon but
having a neutral sentiment value (0,0) as mapped from SWN.

Four primary reasons were detected that produced discrepancies be-
tween the sentiment values in Serbian expressed in the senti-pol-sr lexicon
and those derived from SWN. Firstly, while a word may convey a polariz-
ing sentiment, the actual sense it is used in may not. For example, synset
ENG30-06828389-n (def. “a star-shaped character * used in printing”) which in
SrpWN contains the word “zvezda” (Eng. “star”) in other synsets represents
different meanings that can have positive connotations. Secondly, the sen-
timent values in SWN, generated through machine learning methods, may
be incorrect. For example, synset ENG30-02585489-v (def. “cause to suffer®)
which is obviously very negative was assigned a neutral sentiment value.
Thirdly, some synsets from SrpWN do not have corresponding synsets in
PWN;, such as BILI-00000941 (referring to the specific kind of mourning)
and were assigned polarity (0,0) by default.

The last and most interesting is the possibility that while a sense is
considered objective in English while it carries a sentiment in Serbian. No
such synsets have been found yet.

The initial analysis identified 2,956 from 25,320 synsets within the Sr-
pWN (Mladenovi¢, Stankovié¢, and Krstev 2017) that contained literals an-
notated with clear polarity in the senti-pol-sr lexicon while having polarity
value (0,0) in the SrpWN; 1,511 of them exhibited positive sentiment and
1,445 negative. Given the substantial volume, processing all these synsets
with LLM was deemed impractical. Consequently, a random sample of 500
synsets was selected for further research.

For the sake of creating a balanced set of samples, definitions or glosses of
synsets from this random sample were processed using the LangChain Python
library, a powerful tool for creating, experimenting with, and analysing lan-
guage models and agents (Chase 2022). The LangChain Python library acts
as an interface for multiple large language model modules. This project uses
wrappers designed for the Hugging Face Hub and the Transformer libraries.
The chain used in this research was simple, containing just one prompt tem-
plate with one input variable — the definition of the synset, and the Mistral
7B — Instruct model downloaded from Hugging Face Hub. The model was
executed on the local machine. The LangChain language chain allows prompt
templates with variables, which are marked by curly brackets, to be invoked
with values of those variables, sent to the LLM module, which is returning
the response.
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Using the appropriate prompt as shown in Figure 1, the sample was
divided into those marked as positive, negative, objective, and those not
properly marked. There were 290 objective, 102 negative, 33 positive, and
75 erroneously marked synsets. To harness the full capabilities of the LLM
for sentiment analysis, the prompt was meticulously designed to encapsu-
late three essential elements: role-playing, clear instructions, and expected
outcomes.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite njegov
sentiment.

Sentiment treba da bude striktno klasifikovan
kao "pozitivan", "negativan", ili "objektivan".
Nijedan drugi odgovor nece biti prihvacen.

Tekst: {text}

Sentiment:
00

Figure 1. Prompt template for determining polarity.>

1. Role Playing — Instructing LLM as an Expert: The prompt initiates
with a role-playing scenario, instructing the LLM to assume the role of
an expert in sentiment analysis (Figure 1). This approach was adopted
to prime the model’s response generation towards a more analytical and
focused examination of the text, drawing on its extensive pre-trained
knowledge and understanding of sentiment analysis nuances.

2. Clear Instructions: The essence of effective communication with an LLM
lies in the clarity of instructions. The prompt explicitly details the task at
hand, guiding the LLM to identify and analyze the sentiment expressed

3. Translation to English of the prompt for determining polarity:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine its sentiment.
The sentiment should be strictly classified as ‘positive’, ‘negative’, or ‘objective’.
No other answers will be accepted.
Text: {text}
Sentiment: ”
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in a given piece of a text (synset definition). This clarity ensures that the
model’s analytical capabilities are directed towards accurately assessing
sentiment, minimizing ambiguity in its responses.

3. Expected Outcomes: To further refine the model’s output, the prompt
delineates the expected outcomes of the analysis. It specifies the desired
format of the response, whether it be a sentiment classification (positive,
negative, neutral) or a more nuanced sentiment rating.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite da li ima
pozitivan sentiment.

Sentiment treba da bude striktno klasifikovan

"non "o

kao "nije pozitivan", "slabo pozitivan", "umereno
pozitivan", "veoma pozitivan", ili "ekstremno
pozitivan". Nijedan drugi odgovor nece biti
prihvacen.

Nijedan drugi odgovor nece biti prihvacen.
.0 ackst: {text}

Pozitivan sentiment:

Figure 2. Prompt template for fine-grained classification of positive sentiment.*

The prompt used for classification was refined through experimental test-
ing on a smaller subset of synset definitions. Comparative analysis of prompt
instruction texts in English and Serbian revealed that the Serbian language
prompt instruction yielded more accurate results. To ensure comprehensive

4. Translation to English of the prompt for fine-grained classification of positive
sentiment:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine if it has a positive sentiment.
The sentiment should be strictly classified as "not positive", "slightly positive",
"moderately positive", "very positive", or "extremely positive". No other answers
will be accepted.
No other answers will be accepted.
Text: {text}
Positive sentiment: ”
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coverage of potential responses, the number of tokens in the output was set
to five.

Kao ekspert za analizu sentimenta, analizirajte
sledeci tekst na srpskom jeziku i odredite da li ima
negativan sentiment.

Sentiment treba da bude striktno klasifikovan

"o

kao "nije negativan", "slabo negativan

"non
’

umereno

negativan", "veoma negativan”, ili "ekstremno
negativan". Nijedan drugi odgovor nece biti
prihvacen.

Nijedan drugi odgovor nece biti prihvacen.
Tekst: {text}
Negativan sentiment:

Figure 3. Prompt template for fine-grained classification of negative sentiment®

Further analysis revealed that duplicates exist within the set, due
to some synsets containing multiple literals from senti-pol-sr, such as
ENG30-01375831-a ‘celebrated, famed, far-famed, famous, illustrious, notable,
noted, renowned: widely known and esteemed’ (‘slavan, poznat, Cuven,
znafajan, renomiran, priznat, proslavljen: opste prihvacen i uvazen’). No-
tably, all but two literals (‘renomiran’, ‘priznat’) from this synset appear in
the lexicon. After removing duplicates, there were 279 objective, 97 nega-
tive, and 27 positive synsets. At this point, there was no reason to count

5. Translation to English of the prompt for fine-grained classification of negative
sentiment:
“As an expert in sentiment analysis, analyze the following text in Serbian and
determine if it has a negative sentiment.
The sentiment should be strictly classified as "not negative", "slightly negative",
"moderately negative", "very negative", or "extremely negative". No other answers
will be accepted.
No other answers will be accepted.
Text: {text}

Negative sentiment: ”
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improperly marked synsets since removing duplicates from them serves no
practical purpose.

To facilitate more detailed sentiment analysis, a random subset compris-
ing 25 synsets from each sentiment category was selected, forming what is
referred to as the “balanced sample.”

The balanced sample was processed through two prompt templates for
greater sensitivity, one for positive and one for negative sentiment (Figures
2 and 3). These prompt templates were designed experimentally, through
iterative testing of various options and making incremental adjustments to
the text, using small sets of synset definitions from SrpWN. For example,
repeating the sentence “No other answers will be accepted” (“Nijedan drugi
odgovor neée biti prihvacen”) twice significantly reduced the number of out-
of-bounds responses.

A singular prompt for determining both values was not chosen to main-
tain consistency with the structure of SWN, where a synset can have both
positive (POS) and negative (NEG) values above zero, as long as their sum
is less than or equal to one.

During this phase, other LMM models were tested on a small sample
~ GPT2-ORAO (Skori¢ 2024), Llama-2-7b (Touvron et al. 2023), alpaca-
serbian-7b-base and WizardLM-1.0-Uncensored-Llama2-13b. The idea was
to compare differing results, simulating annotation by multiple annotators.
However, the results led to their exclusion from further work due to too many
improperly marked synsets and a lack of finer grading. To accommodate the
anticipated length of the output strings, the number of output tokens was
increased to nine.

For each definition in the balanced set, two values were assigned in that
way. The response options were:

— For the positive sentiment:

e “nije pozitivan” (not positive)

e “slabo pozitivan” (slightly positive)

e “umereno pozitivan” (moderately positive)

e “veoma porzitivan” (very positive)

e “ekstremno pozitivan” (extremely positive)
— For the negative sentiment:

e “nije negativan” (not negative)
“slabo negativan” (slightly negative)
“umereno negativan” (moderately negative)
“veoma negativan” (very negative)
“ekstremno negativan” (extremely negative)
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The resulting dataset is stored in the form of a comma-separated values
(CSV) file.% Columns in that file are as follows:

ILI: Inter-Lingual Index, which connects the synset to its equivalents in
other languages’ wordnets.

Definition: The gloss of the synset, providing its meaning or explanation.

Lemma names: The lemmas (base forms) of the words contained within
the synset.

Sentiment SWN: The sentiment value mapped from SWN, indicating
the original sentiment score in the English version.

Sentiment lexicon: The sentiment value derived from a sentiment lexicon
senti-pol-sr created for the Serbian language, reflecting local sentiment
nuances.

Sentiment sa: The initial classification by the LLM, categorizing the sen-
timent as positive, negative, or neutral.

Sentiment sa positive: Fine-grained sentiment classification for posi-
tive sentiment, indicating the degree of positivity ranging from “not pos-
itive” to “extremely positive.”

Sentiment sa negative: Fine-grained sentiment classification for neg-
ative sentiment, indicating the degree of negativity ranging from “not
negative” to “extremely negative®.

Given the small sample size of 75, the author could conduct a manual
evaluation on the entire dataset. This process was made more efficient by
using the Data Wrangler” extension in Visual Studio Code, which is a data
visualization and cleaning utility that meshes well with VS Code and VS
Code Jupyter Notebooks. It offers an interactive interface for data review
and analysis, delivers informative statistics and visual presentations, and
can streamline data cleaning by automatically producing Pandas script for
data modification. The tool was employed for a meticulous examination com-
paring synset definitions with their respective detailed sentiment feedback.

3 Results
The output summary generated by the LLM using the fine-grained prompt
templates is presented in Tables 1 and 2.

6. https://github.com/sasa5linkar /SWN-synth-eval-
set /blob/main/balanced _sample2.csv
7. microsoft/vscode-data-wrangler (github.com)
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Row Labels Count of sentiment sa negative
ekstremno negativan 1
Nije negativan 60
Umereno negativan 1
umjereno negativan

veoma negativan 11
Grand Total 75

Table 1. Negative sentiment.

Row Labels Count of sentiment sa positive
Nije (Ova iz) 1
Nije pozitivan 39
Nijedan (O) 6
Nijedan Tekst 1
Ut¢imo se drzati 1
Umereno pozitivan 3
Umereno pozitivan The 2
Umjereno pozitivan 6
veoma pozitivan 12
Veoma pozitivan (O) 1
Veoma pozitivan (R) 2
Veoma pozitivan Ov 1
Grand Total 75

Table 2. Positive sentiment.

As shown in Tables 1 and 2, the output of the LLM was not constrained
to values offered in the prompt template, yet it remained within easily cor-
rectable limits. The output generated from the negative template prompt
closely matched the suggested output, with only minor variations (different
pronunciation). In contrast, the output from the positive template prompt
included one nonsensical response, “U¢imo se drzati,” (Engl. We learn to hold
on,) and some responses that could be loosely interpreted as not positive.
The subsequent manual examination, performed by one person, classified all
of these responses as non-positive. Additionally, minor typos, such as extra
letters, incorrect articles, or casing errors, were disregarded during manual
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examinations. The manual examination revealed that the output did not
classify any synset either as slightly positive or as slightly negative.

For content, there were two synsets clearly incorrectly marked, and three
that were questionable.

Cleary incorrect are:

— BILI-00000941, synset with the definition in Serbian “Glasno izrazavati
zalost, zapevati, tuziti.” referring to the specific kind of mourning, char-
acteristic of Serbia (and Balkans), involving loud wailing and sombre
singing. It was marked as purely objective (neither positive nor negative),
white it obviously conveys a negative sentiment, moreover, a strongly
negative. It does not have a corresponding English synset

— ENG30-04525038-n ‘velvet: a silky densely piled fabric with a plain back’
(‘barSun, somot, plis, kadifa: Svilenkasta, gusta, Gupava tkanina, ravna
sa poledina.’), which was marked as mildly positive. As a type of textile,
it should be objective.

Synsets that are considered questionable are:

— ENG30-01215137-v ‘collar, nail, apprehend, arrest, pick up, nab, cop: take
into custody’ (‘uhapsiti, zatvoriti, skembati: Staviti u pritvor, kao osum-
nji¢ene kriminalce; o policiji.”) was marked as mildly negative while the
evaluator considered it as strongly negative.

— ENG30-00309647-n ’expedition: a journey organized for a particular pur-
pose’ (‘ekspedicija: Putovanje organizovano sa specijalnim ciljem.’) was
marked as very positive while the evaluator considered it neutral.

— ENG30-03135152-n ’Cross: a representation of the structure on which Je-
sus was crucified; used as an emblem of Christianity or in heraldry’
(’krst: krst kao znamenje hriséanstva’) was marked very positive while
the evaluator considered it neutral.

From the majority of synsets accurately labelled throughout our senti-
ment analysis process to we present here a selection of illustrative examples.
These examples should also demonstrate the criteria used in evaluation when
considering what is the correct labelling in the classifications to positive, neg-
ative, and neutral sentiments. Some examples are:

— ENG30-01220336-n: Synset associated with actions like ‘kleveta’ (defama-
tion), ‘klevetanje’ (slander), and ‘omalovazavanje’ (disparagement), de-
scribed as “ostar napad na &iju licnost ili dobro ime” (a harsh attack on
someone’s personality or good name). This synset’s sentiment was graded
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as “Nije pozitivan” (Not positive), reflecting the absence of positive senti-
ment, and more precisely, “Ekstremno negativan” (Extremely negative),
accurately capturing the negative connotations of the described actions.

— ENG30-06828389-n: This synset refers to “karakter nalik na zvezdu (*) koji
se koristi u Stampanim tekstovima” (a character resembling a star (*)
used in printed texts), with lemmas including ‘asterisk’, ‘zvezdica’ (little
star), and ‘zvezda’ (star). The sentiment for this synset was correctly
classified as “Nije pozitivan” (Not positive) and “Nije negativan” (Not
negative), indicating its objective nature without inherent positive or
negative sentiment.

— ENG30-10407310-n: Pertains to “onaj koji voli i brani svoju zemlju“ (one
who loves and defends her/his country), with lemmas including ‘do-
moljub’, ‘patriota’, and ‘rodoljub’ (patriot). This synset’s sentiment was
finely graded as “Veoma pozitivan” (Very positive) and “Nije negativan”
(Not negative), effectively capturing the positive connotations associated
with patriotism.

4 Conclusion

The analysis of the output generated by the LLM, specifically the Mistral
model, indicates that 70 out of 75 responses met the acceptability criteria de-
fined for this study. This outcome, representing a substantial majority of the
dataset, underscores the Mistral model’s reliability and efficacy in perform-
ing sentiment classification for the Serbian language. With an approximate
success rate of 93.3%, it can be confidently concluded that the dataset is
both workable and of sufficient quality for the intended task of evaluating
proposed corrections of sentiment polarity scores within the SrpWN.

The failure of other models tested could be due to prompts being opti-
mized for the Mistral model. Devising prompts for each model individually
may allow the use of multiple models for better quality.

A significant area for future investigation involves the augmentation of
prompt templates with specific examples, transitioning the current zero-shot
learning approach to a few-shot learning paradigm. This modification is an-
ticipated to refine the model’s capacity for nuanced sentiment gradation,
offering a more precise and contextually aware analysis. It is particularly
recommended that this enhancement be applied selectively to the fine sen-
timent gradation templates, where the potential for increased accuracy and
sensitivity to linguistic subtleties is most pronounced (Brown et al. 2020).
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Further, the exploration of advanced prompting methodologies, such as
the “chain-of-thought” approach, warrants attention. This technique, by fa-
cilitating a more structured and logical progression of thought within the
model’s processing, may significantly improve the model’s ability to extract
relevant data from responses. The potential of such advanced prompting
strategies to overcome the inherent challenges in accurately identifying and
classifying sentiment expressions within complex linguistic contexts presents
a promising avenue for research (Amatriain 2024).

This study serves as a “proof-of-concept” for utilizing the Mistral model
to generate additional synthetic datasets for Serbian, particularly in areas
where resources are scarce or challenging to acquire from natural, not synthe-
sized, corpora. The successful application of the Mistral model for sentiment
analysis underscores its potential as a valuable tool in addressing these chal-
lenges.
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