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ABSTRACT: The paper will briefly present
the development history of transformer-based
language models for the Serbian language.
Several new models for text generation and
vectorization, trained on the resources of the
Society for Language Resources and Technolo-
gies, will also be presented. Ten selected vec-
torization models for Serbian, including two
new ones, will be compared on four natural
language processing tasks. The paper will an-
alyze which models are the best for each se-
lected task, how their size and the size of their
training sets affects the performance on those
tasks, and what is the optimal setting to train
the best language models for the Serbian lan-
guage.
KEYWORDS: language models, Serbian
language, vectorization, natural language
processing.

PAPER SUBMITTED: 27 January 2024
PAPER ACCEPTED: 21 February 2024

Mihailo Škorić
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1 Introduction

The beginning of the twenty-first century, brought a sharp increase in the
amount of available textual data, followed by a sharp increase in computing
power, triggering a wave of research based on the idea of deep learning (Le-
Cun, Bengio, and Hinton 2015). In the case of natural language process-
ing, the research culminated in the appearance of the transformer architec-
ture (Vaswani et al. 2017), based on the use of encoders, responsible for text
analysis, and decoders, responsible for text synthesis. The first extremely
popular model of this type was BERT 1 (Devlin et al. 2018), based exclu-
sively on the transformer encoder (encoder-only model). This model had
made a major breakthrough on multiple natural language processing tasks,

1. Bidirectional Encoder Representations from Transformers
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primarily the ones based on vectorization of text (word embedding). Its vari-
ations, RoBERTa2 (Liu et al. 2019) and DeBERTa3 (He et al. 2020) to this
day achieve state-of-the-art results for word embedding, word annotation
(e.g. word type marking and named entity recognition) and classification
of sentences and documents. On the other hand, the appearance of GPT
(generative pretrained transformer) (Radford et al. 2018) and GPT-2 (Rad-
ford et al. 2019) popularized language models based on the transformer de-
coder (decoder-only models), which is a group of models currently developing
the fastest. Models that combine the use of encoders and decoders, such as
BART (Lewis et al. 2020) and T5 (Raffel et al. 2020), remain underrep-
resented despite their outstanding results on text transformation tasks e.g.
machine translation, document summarization and style transfer.

1.1 Overview of published models for the Serbian language

Transformer-based language models made way into the Serbian language
through multilingual models, firstly through MBERT 4 (Devlin et al. 2018),
and then and through XLM-RoBERTa5 (Conneau et al. 2019), for the train-
ing of which about 4 billion tokens from texts written in Serbian or another
closely related language (Croatian, Bosnian) were used. The latter model
was released in December 2019 in two variants, base (279 million parame-
ters) and large (561 million parameters). Even today, as one of the largest
encoder models, XLM-RoBERTa is being used for the processing of Serbian
texts and achieves good results, especially after additional, specific training.

In early 2021, a model called BERTić (classla/bcms-bertic) (Ljubešić and
Lauc 2021) was published on the platform Huggingface.6 The model is based
on the ELECTRA architecture (Clark et al. 2020) (110 million parameters),
and it was trained on a corpus of over 8 billion tokens, Bosnian (800 million),
Croatian (5.5 billion), Montenegrin (80 million) and Serbian (2 billion).

Later that same year, the first models were trained specifically for Serbian
and published as part of a wider linguistic research for the Macedonian
language (Dobreva et al. 2022). More precisely, the Serbian version of the
RoBERTa-base model, macedonizer/sr-roberta-base (120 million parameters)
and the Serbian version of the GPT2-small model, macedonizer/sr-gpt2 (130

2. Robustly Optimized BERT
3. Decoding-Enhanced BERT
4. Multilingual BERT
5. Cross-lingual Language Model
6. Huggingface, the largest web hub for publishing language models.
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million parameters) were published. Both of these models were trained on
the Serbian Wikipedia corpus and support only the Cyrillic alphabet.

Not long after, a similar undertaking begun, during which five RoBERTa-
base models were trained for the Serbian language (Cvejić 2022). The
initial model, Andrija/SRoBERTa, had 120 million parameters and was
trained on a small corpus of 18 million tokens known as Leipzig (Bie-
mann et al. 2007), while the remaining four models each had 80 million
parameters and were trained on an increasingly larger corpus. For the
Andrija/SRoBERTa-base model, the corpus OSCAR (Suárez, Sagot, and Ro-
mary 2019) (220 million tokens) was added, for the Andrija/SRoBERTa-L
model, the srWAc (Ljubešić and Klubička 2014) (490 million tokens) was
added, for the Andrija/SRoBERTa-XL model, a part of the cc100-hr (21
billion tokens) and cc100-sr (5.5 billion tokens) (Wenzek et al. 2020) corpora
were added, while for the model Andrija/SRoBERTa-F all of the mentioned
corpora were used in their entirety.

By the end of 2022, three experimental generative models for Serbian
were published (Škorić 2023). The control model, procesaur/gpt2-srlat, was
again based on the GPT2-small architecture, had 138 million parameters
and was trained on a subset of the Society for Language Resources and
Technologies corpora (260 million tokens) (Krstev and Stanković 2023). The
other two models, procesaur/gpt2-srlat-sem and procesaur/gpt2-srlat-synt,
were created by retraining the control model using two specially prepared
corpora with the aim of separately modeling the semantics and the syntax
of the text. The three models were then used for the experiment of combin-
ing language models on the sentence classification task (Škorić, Utvić, and
Stanković 2023).

Early next year, researchers from the University of Nǐs published the Je-
lenaTosic/SRBerta model (75 million parameters) based on the RoBERTa-
base architecture, trained using the OSCAR corpus (Suárez, Sagot, and
Romary 2019). What is interesting about this model and its second version
(nemanjaPetrovic/SRBerta, 120 million parameters), is that they were re-
trained before publication using texts from the law domain (Bogdanović,
Kocić, and Stoimenov 2024).

Between the publication of these two models, the first question-answering
model for Serbian, aleksahet/xlm-r-squad-sr-lat (Cvetanović and Tadić
2023), was created by adapting the RoBERTa model using the SQuAD (Ra-
jpurkar, Jia, and Liang 2018) dataset translated into Serbian.

In mid-2023, two more generative models for Serbian based on the GPT
architecture were released. Both were trained on the same dataset: the cor-

Infotheca Vol. 24, No. 1, February 2025 9
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pora of the Society for Language Resources and Technologies (Krstev and
Stanković 2023), doctoral dissertations downloaded from the NARDUS plat-
form,7 corpus of public discourse of the Serbian language by the Institute of
Serbian Language SANU dubbed PDRS (Wasserscheidt 2023), and some
additional publicly available corpora from the web, such as the already
mentioned srWAc (Ljubešić and Klubička 2014) and cc100-sr (Wenzek et
al. 2020). The total number of tokens in this dataset was about 4 billion. The
larger model, jerteh/gpt2-orao,8 has 800 million parameters, it is based on
the GPT2-large architecture and is currently the largest available model pre-
trained for the Serbian language. The smaller model, jerteh/gpt2-vrabac,9 has
136 million parameters and it is based on the GPT2-small architecture. Both
models were trained using the computing resources of the National Platform
for Artificial Intelligence of Serbia. In addition to the training corpus, the
two models also share a dictionary and a tokenizer, specially equipped to pair
Cyrillic and Latin characters, enabling equal support for both alphabets.

After the publication of the 800 million parameter generative model
(jerteh/gpt2-orao), the focus slowly shifted to retraining available large mod-
els for English using Serbian language texts. Hence, two models based on
the Alpaca (Taori et al. 2023) architecture, datatab/alpaca-serbian-3b-base
(3 billion parameters) and datatab/alpaca-serbian-7b-base (7 billion param-
eters) were published, while the publication of another 7 billion parameter
model based on the Mistral-7b (Jiang et al. 2023) architecture, trained on
Croatian, Bosnian and Serbian texts numbering 11.5 billion tokens, was an-
nounced. The same 11.5 billion tokens corpus was used to retrain the XLM-
RoBERTa-large. This model was published under the name classla/xlm-r-
bertic (Ljubešić et al. 2024) and has 561 million parameters, the same num-
ber as the original XLM model.

Finally, the dataset which was used to train jerteh/gpt2-orao and
jerteh/gpt2-vrabac, was also used to train more encoding models from
scratch. The larger model, jerteh/Jerteh-355,10 is based on the RoBERTa-
large architecture and has 355 million parameters, while the smaller model,
jerteh/Jerteh-81,11 is based on the RoBERTa-base architecture and has 81
million parameters. As with the jerteh/gpt2-orao model, the goal was to

7. NARDUS – National Repository of Doctoral Dissertations from all Universi-
ties in Serbia.

8. jerteh/gpt2-orao
9. jerteh/gpt2-vrabac

10. jerteh/Jerteh-355
11. jerteh/Jerteh-81
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train the models on the highest quality corpora. This paper will present
an analysis of the performance of these two models individually, as well as
in comparison with the performance of other selected models, in order to
establish their place in the hierarchy of Serbian language models for text
vectorization.

1.2 The Experiment

In the previous section, it was pointed out that there is a large number of
multilingual models that support the processing of the Serbian language to
a different extent, and that there are about twenty models that have been
prepared specifically for the processing of Serbian. Published models differ
from each other by several features: the family (architecture) of the model,
the number of parameters, the dictionary or tokenizer on which the model
is based, the corpora used for its training, the task on which the model
was trained, and the training length. It should be noted that some of the
information on models is missing, but also that some available information
(primarily the properties of the training set) is not verifiable.

In the following sections, the paper will focus on ten selected encoding
models (general type). Basic information about those models will be pre-
sented in Section 2, an experiment comparing their performance on four
prepared tasks will be presented in Section 3, and the results of the exper-
iments will be presented and discussed in Section 4. Finally, in Section 5,
the process of training new models for Serbian will be proposed. This paper
will not focus on generative models due to the lack of a reliable (automatic)
mechanisms for measuring their performance. Encoder-decoder models spe-
cially developed for the Serbian language are yet to be published.

2 Selected encoder-based models

For the purposes of this paper, ten of the previously mentioned models (Sec-
tion 1) were selected, and will be analyzed in more detail. They include four
SRoBERTa models, which, due to the fact that they differ only in the train-
ing data set, are very suitable for this experiment. Furthermore, the oldest
model, classla/bcms-bertic and the newest model, classla/xlm-r-bertic, pub-
lished by the Center for South Slavic Languages CLASSLA, will be exam-
ined, as well as the two most popular multilingual models xlm-roberta-base
and xlm-roberta-large. The last two models to be analyzed, jerteh-81 and
jerteh-355, trained on the resources of the Society for Language Resources

Infotheca Vol. 24, No. 1, February 2025 11
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and Technologies, are presented for the first time in this paper. The basic
features of the ten models are shown in Table 1.
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Tokenizer SRoBERTa bertic XLM-R jerteh

Architecture RoBERTa ELE. XLM-R RoBERTa

Model Size 80 110 561 279 561 81 355

Dataset Size 500 1000 3750 5700 8400 11500 4000* 4000

Serbian ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Croatian ✓ ✓ ✓ ✓ ✓ ✓

Bosnian ✓ ✓ ✓ ✓

Montenegrin ✓ ✓ ✓

Table 1. Ten selected encoder-based models for Serbian and their features: tok-
enizer, architecture, model size in millions of parameters and training set size in
millions of tokens. The data was taken from the HuggingFace platform. *The size
of the training set for models 7 and 8 (xlm-roberta-base, xlm-roberta-large) refers
to the part of the set in Serbian, Croatian or other related language. The lower
part of the table shows in which of these languages the models were trained.
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From the table, as well as from the description of the models in the pre-
vious section, it is apparent that the most popular architecture is RoBERTa
(6 out of 10 selected models), with the additional three models being based
on a close-related, XLM-RoBERTa architecture. The one remaining model,
bcms-bertic based on the ELECTRA architecture, is the only selected model
not pre-trained on the masked language modeling task (prediction of parts
of text masked behind a special label).

The size of the selected models varies from 80 (for four SRoBERTa mod-
els) to over 560 million parameters (for models based on XLM-RoBERTa-
large). The size of the training set varies from 500 million for model 1
(SRoBERTa-base) to as much as 11.5 billion tokens for model 6 (classla/xlm-
r-bertic), where it should be noted that this model was not trained from
scratch, but rather a xlm-roberta-large model addapted on Croatian, Bosnian
and Serbian texts. Only four out of ten models were trained exclusively on
Serbian texts, namely models 1, 2, 9 and 10, i.e. the first two SRoBERTa
models, jerteh/jerteh-81 and jerteh/jerteh-355.

It is also important to note that the ten presented models use only four
different dictionaries/tokenizers:

X1 SRoBERTa tokenizer – the first 4 models;
X2 bertic tokenizer – model 5;
X3 XLM-R tokenizer – models 6 to 8;
X4 jerteh tokenizer – the last 2 models (9 and 10).

3 Performance evaluation setting

Ten selected models were evaluated on four separate tasks to compare their
performance:

T1 Masked language modeling (guessing missing tokens);
T2 Calculation of (semantic) sentence similarity;
T3 Part-of-speech annotation;
T4 Named entity recognition.

The first two tasks belong to the group of so-called upstream tasks, which
use models in their basic state, while the other two tasks belong to the group
of downstream tasks because they require the models to be fine-tuned and
evaluated on a specially prepared, task-specific datasets.

Infotheca Vol. 24, No. 1, February 2025 13



Škorić M., New Language Models for Serbian, pp. 7–28

3.1 Model evaluation - upstream tasks

As already mentioned, upstream tasks do not require model adaptation, so
only preparation of test sets is necessary.

In order to evaluate the models on the masked language modeling task
(T1), a special data set was prepared using texts in which one random token
is masked in each sentence behind a mask <MASK>. Four sources were used
for the textual material:

Y1 Dečko, Serbian translation of the novel The Adolescent (Подросток) by
Dostoyevsky;

Y2 Mladić, alternative translation of Dečko;
Y3 Serbian translation of Jules Verne’s novel Around the World in 80 Days;
Y4 Croatian translation of Jules Verne’s novel Around the World in 80 Days.

The first two sources were not used to train any of the models, while the
other two have been available on the web for a long time (Vitas et al. 2008)
and were therefore probably used to train most, if not all, of the models
listed.

In order that no model has a particular advantage, the texts were tok-
enized using all four tokenizers (X1 to X4) and then masked. Each of the ten
models had the task of unmasking each of the sixteen prepared texts (four
sources tokenized and masked in four different ways). One token was masked
in each sentence, and the models offered three candidates in its place. Ev-
ery instance where the masked (i.e., requested) token appeared in the set of
candidates provided by the model for the given sentence was counted as a
successful hit, and the accuracy on this task was used for assessment of the
test results.

To evaluate models on the second task, namely, calculating the similarity
between sentences (T2), triplets based on extraction of the same sentence
from parallelized novels were used (Y1 and Y2, i.e. Y3 and Y4). Since the
novels were parallelized at the sentence level, it was easy to create pairs
of sentences with the same meaning. Each triplet was formed by adding a
similar length drawn a different point of the counterpart novel, that sharing
as many tokens as possible with the first sentence. Example of a triplet:
To evaluate models on the second task, namely, calculating the similarity
between sentences (T2), triplets based on extraction of the same sentence
from parallelized novels were used (Y1 and Y2, i.e. Y3 and Y4). Since the
novels were parallelized at the sentence level, it was easy to create pairs
of sentences with the same meaning. Each triplet was formed by adding a
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sentence sharing as many tokens as possible with the first sentence, and of a
similar length, but extracted from a different point of the counterpart novel.
Example of a triplet:

1. "Zaista, ko ne bi obǐsao svet i za manju cenu?" (control sentence, Y3:
Around the World in 80 Days, Serbian)

2. "Doista, nije li i za manje od toga vrijedno izvršiti put oko svijeta?"
(pair, Y4: Around the World in 80 Days, Croatian)

3. "He! he! pa konačno zašto ne bi uspio?" (false pair, Y4: Around the World
in 80 Days, Croatian)

The models were tasked with recognizing two of the sentences in the as-
signed triplets that actually match (the similarity between the first and the
second sentence has to be greater than between the first and the third), and
the accuracy on that task was used to evaluate performance. The similarity
between the sentences is calculated as the difference of the number 1 and the
cosine distance of the calculated sentence vectors. To compute sentences vec-
tors, the model first assigns vector values to each token in the sentence, and
then the value of those vectors is averaged to obtain a vector representation
of the sentence.

3.2 Model evaluation - downstream tasks

For the purpose of evaluating the performance of models on the remain-
ing two planned tasks, the models were fine-tuned and tested on specially-
prepared datasets. The publicly available set, SrpKor4Tagging (Stanković
et al. 2020) (three hundred and fifty thousand tagged tokens), was used for
the part-of-speech tagging task (T3), while another publicly available set,
SrpELTeC-gold (Šandrih Todorović et al. 2021), was used for the named
entity recognition task (T4). For both tasks, the models were fine-tuned on
90% of labeled sentences from each set and tested on the remaining 10%.
As both tasks are multi-class classification problems, the F1-score obtained
during the classification of the sentences from the test set were used to access
the model performance.

4 Evaluation results

The results of the first test (T1) i.e. the average accuracy of the selected
models on the task of guessing the missing tokens in sixteen prepared texts,
are shown in Table 2.
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No. 1 2 3 4 5 6 7 8 9 10

ID

A
nd

ri
ja

/S
R

oB
E

R
T
a-

ba
se

A
nd

ri
ja

/S
R

oB
E

R
T
a-

L

A
nd

ri
ja

/S
R

oB
E

R
T
a-

X
L

A
nd

ri
ja

/S
R

oB
E

R
T
a-

F

cl
as

sl
a/

bc
m

s-
be

rt
ic

cl
as

sl
a/

xl
m

-r
-b

er
ti

c

xl
m

-r
ob

er
ta

-b
as

e

xl
m

-r
ob

er
ta

-la
rg

e

je
rt

eh
/j

er
te

h-
81

je
rt

eh
/j

er
te

h-
35

5

X1-Y1 0.43 0.63 0.66 0.70 / 0.43 0.46 0.51 0.70 0.75
X1-Y2 0.43 0.62 0.64 0.69 / 0.42 0.46 0.50 0.69 0.73
X1-Y3 0.37 0.56 0.59 0.63 / 0.34 0.38 0.43 0.66 0.72
X1-Y4 0.36 0.55 0.64 0.68 / 0.34 0.38 0.42 0.58 0.63
X2-Y1 0.36 0.47 0.51 0.54 / 0.47 0.50 0.55 0.57 0.60
X2-Y2 0.37 0.48 0.51 0.54 / 0.46 0.50 0.54 0.56 0.59
X2-Y3 0.31 0.41 0.45 0.48 / 0.42 0.45 0.50 0.50 0.54
X2-Y4 0.31 0.42 0.47 0.51 / 0.42 0.46 0.50 0.47 0.51
X3-Y1 0.37 0.49 0.52 0.54 / 0.48 0.50 0.55 0.57 0.60
X3-Y2 0.37 0.48 0.51 0.54 / 0.46 0.50 0.54 0.57 0.59
X3-Y3 0.30 0.41 0.44 0.47 / 0.41 0.45 0.49 0.50 0.54
X3-Y4 0.31 0.42 0.47 0.51 / 0.41 0.46 0.50 0.47 0.50
X4-Y1 0.42 0.60 0.63 0.67 / 0.43 0.47 0.51 0.73 0.78
X4-Y2 0.41 0.58 0.61 0.65 / 0.41 0.45 0.49 0.71 0.75
X4-Y3 0.35 0.53 0.55 0.60 / 0.33 0.38 0.42 0.69 0.76
X4-Y4 0.34 0.50 0.58 0.62 / 0.33 0.37 0.41 0.62 0.66
average 0.36 0.51 0.55 0.59 / 0.41 0.45 0.49 0.60 0.64

Table 2. Model accuracy on the task of guessing masked tokens (three candidates)
for each of the sixteen prepared masked texts and on the average. Each masked
text is marked (at the beginning of each line) with a unique label representing
a combination of a tokenizer (X) and a source (Y ). The best result in each row
(±1%) is marked in bold.
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The results show a clear superiority of the new model, jerteh-355, which
achieved the best result in thirteen out of sixteen cases, and shared the best
result (±1%) in two more cases. Moreover, in nine out of twelve cases, the
jerteh-355 model outperformed models on texts masked by tokenizers of
those same models. The only model that managed to surpass it in two cases
is SRoBERTa-F, which performed best in processing the source (Y4), written
in Croatian (the language included in a large percentage in its training set).
However, its average accuracy is lower than the accuracy of jerteh-81, the
other new model. Model 5 (classla/bcms-bertic) was not included in the
evaluation on this task because that would put in a disadvantage, as unlike
the others, it was not trained on the masked language modeling task.

The results of the second test, calculating sentence similarity (T2) are
shown in Table 3. The values show the model accuracy in recognizing sen-
tences with the same/similar meaning in triplets extracted from two Serbian
translations of the same novel, Y1 and Y2 (first row of values), from the Ser-
bian and Croatian translations of the same novel, Y3 and Y4 (second row),
and on the average (third row).
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Y1-Y2 0.93 0.95 0.96 0.96 0.92 0.76 0.90 0.87 0.95 0.95
Y3-Y4 0.83 0.89 0.92 0.91 0.79 0.66 0.78 0.71 0.89 0.83

average 0.88 0.92 0.94 0.93 0.85 0.71 0.84 0.79 0.92 0.89

Table 3. Performance of the selected models (accuracy) on the task of recognizing
sentences with the same or similar meaning in the triplets extracted from the
translations of Dostoyevsky (Y1-Y2), Verne (Y3-Y4), and their average. In each
row, the best result (±1%) is marked in bold.
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Škorić M., New Language Models for Serbian, pp. 7–28

The results for the first set of triplets are very good for several
models, where SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F, jerteh-81 and
jerteh-355 achieve a similar accuracy of around 95%. The SRoBERTa-XL
model achieves the best results by a very small margin, but also the best
results for the second set of triplets containing sentences in the Croatian lan-
guage (92% accuracy). Therefore, it also has the best overall performance on
this task. The only other model that achieves an accuracy of over 90% for
the second set of triplets is SRoBERTa-F, which was to be expected, because
it was also trained on Croatian texts.

The results achieved by the models (F1-score) on downstream tasks T3

(part-of-speech-tagging) and T4 (named entity recognition) are shown in
Table 4.
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5
T3 0.974 0.980 0.982 0.982 0.986 0.987 0.984 0.986 0.985 0.986
T4 0.908 0.922 0.929 0.935 0.942 0.942 0.933 0.935 0.928 0.928

Table 4. F1-score achieved by the models on tasks T3 (part-of-speech-tagging)
and T4 (named entity recognition). In each row, the best result (±0.1%) is marked
in bold.

From the results shown, it is apparent that on the task T3 (part-of-speech-
tagging) nine out of ten models perform quite well (F1-score of over 98%),
where the results achieved by the four top-performing models (classla/bcms-
bertic, classla/xlm-r-bertic, xlm-roberta-large and jerteh/jerteh-355 ) differ by
less than 0.02%, indicating that the models are slowly approaching the upper
limits of performance for this task.

18 Infotheca Vol. 24, No. 1, February 2025



Scientific paper

When it comes to the results on the last task, T4 (named entity recogni-
tion), the highest performance was achieved by models classla/bcms-bertic
and classla/xlm-r-bertic, but the results across the models are not similar to
those for task T3 (∼ 4% for task T4 compared to ∼ 1% for task T3). However,
the performance gap between the best and worst performing model is still
significantly smaller than the one on the upstream tasks (∼ 28% gap for
task T1).

In the following section, the achieved results will be discussed, together
with the apparent reasons that led to those results, with the aim of deter-
mining the most favorable conditions for training Serbian language models
in the future.

5 Discussion

The previously presented evaluation results (tables 2–4) show that there is
not a single model (or group of models) that performs best in general, but
rather that different models (and model groups) are better (or worse) at dif-
ferent tasks. In this sections results for each task will be accessed individually,
with an emphasis on the relationship between the achieved performance and
the size of the model, the size of its training set and the quality of that set.

5.1 Masked Language Modeling

The results for the masked language modeling task (Table 2) show a sub-
stantial advantage of the jerteh/jerteh-355 model, with jerteh/jerteh-81 also
achieving good results as the second best-performing model on the average.
The most probable cause is that these models used the same training dataset.
Correlations of the average accuracy of models and the number of their pa-
rameters and the models and the size of their training sets are shown in
Figure 1.

At first glance, some prominent exceptions are noticeable, primarily the
models based on the XLM-R architecture, which achieve some of the worst
results on this task. If their results are removed, new trends appear (see
Figure 2). Thus, when looking only at the RoBERTa models, it seems that
the larger the model (albeit not very convincingly) and the larger the set
used to train it (very convincingly) the better the model performance.
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Figure 1. Correlation between each model’s accuracy on the masked language
modeling task with its size (left), and with the size of its training sets (right). The
displayed trend curve corresponds to a logarithmic function.

Figure 2. Correlation between each RoBERTa-based model’s accuracy on the
masked language modeling task with their size (left), and with the size of their
training sets (right). The displayed trend curve corresponds to a logarithmic func-
tion.

5.2 Calculation of (semantic) sentence similarity

During the evaluation of the T2 task, it was established that the best results
were achieved by the models SRoBERTa-L, SRoBERTa-XL, SRoBERTa-F,
jerteh-81 and jerteh- 355 when it comes to recognizing sentence pairs in Ser-
bian, and SRoBERTa-XL and SRoBERTa-F when it comes to recognizing
bilingual sentences pairs (Serbian and Croatian, Table 2). This indicates that
the key for good sentence embedding is to pre-train the model for the lan-
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guages being processed. When embedding Serbian sentences only, the best
models are those that were previously pre-trained on a sufficiently large set
of sentences in Serbian, but when embedding both Serbian and Croatian
sentences, models pre-trained on both Serbian and Croatian have an ad-
vantage. On the other hand, models based on the XLM-R architecture and
pre-trained on one hundred world languages are under-performing on this
task, probably due to the large noise that the diverse training set produces.

Figure 3. Correlation between each model’s accuracy on the sentence embedding
task with its size (left), and with the size of its training sets (right). The displayed
trend curve corresponds to a logarithmic function.

Figure 3 shows the effect of the model size and the training set size on
the performance of the model on this task and, interestingly, the trend lines
indicate that the performance decreases with the increase of either parame-
ter. The impact of the dataset size can be attributed (to some extent) to the
previously described phenomenon affecting the XLM-R architecture. On the
other hand, when it comes to the effect of model size, there are additional
indicators that smaller models are better for this task, especially for bilin-
gual embeddings where jerteh/jerteh-81 outperforms jerteh/jerteh-355. The
reason could be that the smaller model, due to its size, is less adapted to the
Serbian language (underfit), but has an aadvantage in generalizing ability.

5.3 Downstream Tasks

Unlike the evaluation on the upstream tasks, the results achieved by the
models on the downstream tasks are much more even. Nearly all mod-
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els achieve great results for part-of-speech tagging (T3, Table 4), including
those based on the XLM-R architecture. Moreover, classla/xlm-r-bertic and
xlm-roberta-large, which are XLM-R-based are two of the four models that
achieve the best results on this task (the other two being classla/bcms-bertic
and jerteh/jerteh-355 ).

What these four models have in common is that they are either the largest
models or models trained on the largest datasets. A positive correlation
between the performance and the size of the model, as well as between the
performance and the size of the training sets can also be observed in Figure 4.

Figure 4. Correlation between each model’s F1-score on part-of-speech tagging
with their size (left), and with the size of their training sets (right). The displayed
trend curve corresponds to a logarithmic function.

The correlation between the size of the training set is even more obvious
in the case of named entity recognition task (Figure 5). The best results on
this task (T4) were achieved by the two models with the largest training sets,
with outstanding performance of XLM-R-based models. Model size is also
shows a (slight) positive correlation with performance on this task.

5.4 Conclusion

When it comes to masked language modeling, it seems that the development
of new models for Serbian is going in the right direction. The jerteh/jerteh-
355 model achieves by all means the best results, at least when it comes to
working with high-quality texts, even when they are tokenized by unknown
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Figure 5. Correlation between each model’s F1-score on named entity recognition
with their size (left), and with the size of their training sets (right). The displayed
trend curve corresponds to a logarithmic function.

tokenizers (Table 1). Although the training data set size has a positive corre-
lation with the performance of the model (fig.2), the quality of the set should
not be neglected, since jerteh/jerteh-355 and jerteh/jerteh-81 outperform
the Andrija/SRoBERTa-F and Andrija/SRoBERTa-XL models trained on
larger training sets, indicating that web corpora may not always be sufficient
to train quality models for this task. This is consistent with the conclusion
of another recent research (Li et al. 2023). However, new research should
include non-literary sources in the evaluation set, in order to obtain a more
comprehensive outlook of the situation.

On the task of calculating the similarity between sentences (sentence
embedding) models Andrija/SRoBERTa-F and Andrija/SRoBERTa-XL
stood out, followed by Andrija/SRoBERTa-L, jerteh/jerteh-81 and
jerteh/jerteh-355, at least when it comes to embedding Serbian sentences
(Table 3). What sets these models apart is that they are smaller compared
to other models and trained on a larger set, so generalization seems to be
the key for this task, that is, larger data sets in combination with smaller
models. Also, when it comes to processing sentences of a wider linguistic
spectrum (e.g. South Slavic languages), it would be necessary to include
sentences from the complete spectrum in the training set or, even better, to
adapt the dictionary to map a wider range of tokens, and therefore allow
for the correct vectorization of these sentences. New research on this topic
should also explore a more recent method of sentence vectorization, for ex-
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ample, using the sentence transformer architecture (Reimers and Gurevych
2019).

In the case of both assessed upstream tasks, the performance achieved by
the models based on the XLM-R architecture is significantly lower than the
one of the models based on the RoBERTa architecture. In the case of the first
task (T1), this can be explained by their significantly larger token dictionary
(which makes the selection of the appropriate token more difficult). However,
such an explanation would not be adequate for the second task (T2). On the
other hand, the models based on the XLM-R architecture proved to be the
best (by a small margin) on downstream tasks, primarily for named entity
recognition (T4). It seems that in order to successfully solve this task, it is
best that the model encounters a wide variety of tokens during pre-training,
while additional training on Serbian texts brings additional improvements.
It seems that in order to improve the performance, it would be optimal to
retrain the XLM-RoBERTa-large model using the largest and highest quality
set of texts in the Serbian language. When it comes to part-of-speech tagging,
it seems that any of the new models would be adequate to handle this task.
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Škorić M., New Language Models for Serbian, pp. 7–28

LeCun, Yann, Yoshua Bengio, and Geoffrey Hinton. 2015. “Deep learning.”
nature 521 (7553): 436–444. https://doi.org/10.1038/nature14539.

Lewis, Mike, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrah-
man Mohamed, Omer Levy, Veselin Stoyanov, and Luke Zettlemoyer.
2020. “BART: Denoising Sequence-to-Sequence Pre-training for Natural
Language Generation, Translation, and Comprehension.” In Proceedings
of the 58th Annual Meeting of the Association for Computational Lin-
guistics, 7871–7880.
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Ljubešić, Nikola, and Davor Lauc. 2021. “BERTić–The Transformer Lan-
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