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Abstract
In this work we introduce a system based on natural language processing techniques which aim is to 
enhance social news media in Bulgarian. It solves the task of multi-class, multi-label classification 
of documents. We apply the algorithms to a collection of media articles from Svejo.net, a popular 
Bulgarian web resource comprising user-generated content. Our algorithms are one-versus-all clas-
sification methods widely used in the computational linguistics community. We describe the algo-
rithms, the features employed and we evaluate the impact of the features on the performance of the 
models. Thereby, we show that knowledge about the user and user behavior can greatly improve 
performance. Also, despite the fact that our document collection is generated entirely by social me-
dia users, the quality of the classification results is comparable to that of previously reported studies. 
We address also the task of automatic keyword and keyphrase extraction from unstructured text, and 
suit it to the needs of Svejo.net for induction of’themes’. Themes are defined as text snippets that 
summarize the essence of an article. We evaluate the performance of several generic methods for 
keyword and keyphrase extraction on a corpus of articles in Bulgarian. The methods that we discuss 
rely on widely accepted information retrieval and machine learning techniques and are language-
independent. We also consider the effect of a stemmer component on the keyphrase extraction ac-
curacy. The satisfactory performance of our models in spite of the limited linguistic knowledge 
incorporated in them recommends our models as a baseline for keyword and keyphrase extraction 
for Bulgarian language.

Keywords: natural language processing, machine learning, language agnostic approaches, keyword 
extraction, text classification
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1. Introduction 
The need of Natural Language Processing 

(NLP) techniques to enhance social web media is 
indisputable. Social media web sites have access 
to vast amounts of textual data that need efficient 
and automated processing. In this paper we dis-
cuss two different aspects of the utilization of 
NLP to improve the social media service Svejo.
net in Bulgarian. One of them is the automatic 
text classification of news collections in order 
to speed up the addition of new articles to the 
service. The other aspect is automatic extraction 
of themes from the articles which can be further 
used for article clustering. 

Svejo.net is very popular and one of the first 
Bulgarian social media websites, reaching over 
20% of auditorium in the segment of Bulgarian 
news web sites. Every day the users of Svejo.net 
add over 1 500 news and articles, 3 000 com-
ments and vote over 15 000 times. The content at 
Svejo.net is managed entirely by the users, there 
are no journalists at board but only a handful 
of moderators with very limited duties regard-
ing the website contents, therefore Svejo.net re-
liesentirely on the social element. The site allows 
users to add links of interest with focus on news 
articles or multimedia (videos, pictures, etc.). 
Although the articles linked from Svejo.net do 
not have language restrictions they are mainly in 
Bulgarian, with occasional submissions in Eng-
lish, French, German, Russian etc. 

The popularity of social media is very much 
related to how intuitive and easy to use their in-
terface is. In the case of adding textual content to 
Svejo.net, users must manually provide a brief 
description, categorize and identify the themes of 
the document. Although the process is partially 
automated (e.g., a brief description extracted 
from the article itself is suggested to the user), cat-
egorization and theme association are still man-
ual. One of the steps to facilitate the addition of 
new articles to Svejo.net is to provide automatic 
recognition of the article topic and keyterms and 

free the users from specifying all of these, and 
allow them to add an article with a single click. 
Partially this problem could be solved with the 
classical NLP technique of automatic text clas-
sification. Text classification has been studied for 
many years and it is still challenging in an open 
domain setting. We apply machine classifiers to 
multi-label, multi-class and multi-language text 
categorization task, tailored to the concrete needs 
of Svejo.net. We demonstrate how traditional 
machine learning techniques can be enhanced by 
feature representative of the individual users and 
their behavior.

Themes represent a brief summary and cap-
ture the essence of a text document. They are 
useful for automated and efficient categorization 
of documents, guided querying, document skim-
ming by visually emphasizing important phrases. 
They offer a powerful basis for measuring docu-
ment similarity (Gutwin et al. 1999, Jones 1998, 
Witten 2003). The popular Bulgarian media re-
source Svejo.net uses themes for describing doc-
uments, for browsing the document collection 
and as a basis for document clustering.

In the general case in which theme selection 
is required for text document collections (for 
example scientific articles), the possible themes 
can either be preselected keywords, or uncon-
strained short text. The themes at Svejo.net are 
acquired from a meta keyword tag, whenever it 
exists in the original content, or are assigned by 
the support team of the website. However, often 
keywords in the meta tag are generated by to-
kenization of the article title, which is not very 
accurate. At the same time, it is time-consuming 
for the support team to handle all submissions 
without themes. Therefore, automatic extraction 
of themes is of great interest to Svejo.net. This 
task is also known in the scientific literature as 
keyword and keyphrase extraction.

The rest of the article is structured as fol-
lows: related work is presented in section 2, 
the experimental datasets are described in sec-
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tion 3, a short system overview is given in sec-
tion 4, section 5 presents the methods, section 6 
contains results and error analysis and conclu-
sion and directions for future work are given in 
section 7.

2. related Work
A variety of supervised learning algorithms, 

including naive Bayes, support vector machines, 
boosting, rule learning demonstrate reasonable 
performance for text classification (Lewis 1998, 
McCallum and Nigam 1998, Sahami 1996, Du-
mais et al. 1998, Joachims 1998, Schapireand 
Singer 2000, Cohen and Singer 1999, Slattery 
and Craven 1998, Yang 1999). It is worth to note, 
that among all the techniques mentioned above, 
no single method can prove to significantly and 
consistently outperform the others across many 
domains and languages. 

Maximum entropy models are often used for 
text classification (Nigam et al.1999). There are 
works describing the feature selection for such 
models,as in (Mikheev 1998)(technical abstracts) 
for the RAPRA corpus. In (Ratnaparkhi1998), 
maximum entropy and decision trees models are 
compared and it is shown that the maximum en-
tropy is superior at classifying some of the class-
es in the Reuters-21 578 data set.

An interesting problem is assigning more than 
one label to a document, known as multi-class, 
multi-label text classification, which is the focus 
of this work. We add yet another source of com-
plexity to the task, namely multiple languages. In 
(Luoand NurZincir-heywood 2005) two machine 
learning algorithms are compared:kNN classifi-
ers and “Latent Semantic Indexing”. The authors 
find out that the first system performs better on 
multi-labeled documents, while the second one 
outperforms on uni-labeled documents. They 
conclude that performance depends on the ap-
plied dataset and the objective of the application. 

Recent studies address the same task by the 
application of multiple classifiers that work in 

one-versus-all settings (Zelaia et al. 2011). 
Perhaps more important than the choice of 

classification method is the choice of features. 
Studies have shown that for the task of web page 
classification, features extracted from the semi-
structured HTML are more expressive and more 
predictive than features traditionally used for 
pure text classification. Such features include 
families of HTML tags, the web page URL, 
HTML meta tags like keywords, neighbor pages, 
anchors, headings etc. (Qi and Davison 2009).

For the task of extraction or assignment of 
keywords and keyphrases from unstructured 
text there are two general approaches. The first 
approach is unsupervised and it is based on the 
assumption that keywords appear frequently in 
a document, but occur less often in the entire 
document collection. To this end, the popu-
lar TF-IDF weighting scheme is used. Numer-
ous papers show that TF-IDF is very effective 
for some particular domains (Frank et al.1999, 
Hulth 2003, Ha Cohen-Kerner et al. 2005). In 
order to get reliable TF-IDF scores, the corpus 
of documents must be relatively large. In (Mat-
suo and Ishizuka2004) a competitive method is 
proposed, which uses a co-occurrence distribu-
tion and a clustering strategy for extracting key-
words, which does not rely on a large corpus. 
Other authors make use of additional knowledge 
resources from the web - an idea exploited in this 
manuscript as well. In (Turney2002, Inkpen and 
Desilets2004) the authors estimate a point-wise 
mutual information score in order to select key-
words. Graph-based methods similar to Google’s 
PageRank algorithm (Brinand Page 1998) have 
also been proposed. In (Wan et al.2007), a rein-
forcement learning technique for simultaneous 
keyword extraction and text summarization is 
adopted, based on the assumption that important 
sentences usually contain keywords. A related 
task named keyword assignment allows keywords 
to be assigned only from a predefined dictionary  
(Dumaiset al. 1998). In this work, we do not 
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make use of a predefined dictionary because we 
desire flexibility and fast adaptation to new top-
ics, which emerge rapidly at Svejo.net.

Keyword extraction can also be formulated 
as a supervised classification task and can be ad-
dressed by machine learning techniques (Frank 
et al. 1999, HaCohen-Kerneret al. 2005, Turney 
2000, Turney2002, Turney 2003). The learning 
algorithm classifies candidate words and phrases 
found in a document into positive (keywords) 
and negative (non-keywords) based on a set of 
features. Useful features include TF-IDF and its 
variations, position of the keyphrase from begin-
ning of the document, parts-of-speech, stems, 
lemmata, relative phrase length of a phrase, etc. 
(Turney2002).

3. datasets
Our corpus for the classification task is col-

lected by Svejo.net over several years and sums 
up to nearly 400 000 documents in Bulgarian and 
other languages, including English, French, Ger-
man and Russian (however, under-represented in 
comparison to Bulgarian). The data is in XML 
format and each document contains the following 
elements: title, summary, user_id, media_type, 
tags, categories, created_at and updated_at. The 
last two elements are date tags. The summary of 
each document is extracted from an online article 
and contains up to 1 000 characters taken from 
its beginning. All HTML tags are removed, leav-
ing only free text. The title contains the article 
title, the tags are free text consisting of short text 
snippets relevant for the content of the article 
and the categories are assigned from predefined 
lists by the user. Each document may have more 
than one tag and category among: society, tech-
nologies, science, business, politics, sport, art, 
health, fun, lifestyle, shopping. More than 9% 
of the articles have multiple categories assigned. 
The distribution of the documents among the cat-
egories is included in Table 1. The most popular 
categories are society and fun. Lifestyle follows 

closely, with 18%. About 10% of the documents 
are categorized as technologies, sport and health. 
The least popular category in Svejo.net is shop-
ping with only 930 articles, corresponding to less 
than a quarter percent of the whole document 
collection. 

For the task of theme extraction we employ a 
different document set prepared for this special 
purpose. Although our system can process cor-
pora in multiple languages, our evaluation is fo-
cused on Bulgarian text, since our application is 
targeted for Svejo.net. The gold-standard dataset 
contains mostly news documents and analyses, 
with an accent on political topics. In order to en-
sure a good quality of annotations, we selected 
only documents with keywords added by the 
Svejo.net support team or by the authors of the 
documents. The final dataset comprises 1 798 ar-
ticles, divided into training (70%), development 
(10%) and test (20%) splits, drawn randomly 
from the entire collection.
table 1. Distribution of articles by categories

category # 
articles

%  
corpus

avg  
# words

society 88425 22,53 38,54

fun 82839 21,11 30,44

lifestyle 71151 18,13 41,54

technologies 42399 10,80 22,25

sport 37092 9,45 36,87

health 36180 9,22 39,59

business 24759 6,31 38,11

politics 21692 5,53 44,17

art 17658 4,50 36,86

science 12539 3,19 42,53

shopping 930 0,24 64,56
In addition to the gold-standard dataset, we 

index a bulky collection of articles obtained from 
Svejo.net without considering the tags, in order 
to obtain more representative statistics of the 
word frequencies. 

Prior to running the experiments, we applied 
some preprocessing (lowercase conversion, nu-
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meric tokens removal, stemming, etc.) to the 
gold-standard keywords and keyphrases in order 
to ensure compatibility with our set of candi-
dates.

4. System description
The aim of this study is to support a real world 

system which will facilitate the content sharing 
in a social media website. The process of devel-
opment consists of several iterations of training, 
test and validation, which are costly in terms of 
associated manual labour and computational re-
sources, and are executed in collaboration with 
the Svejo.net support team. Each update iteration 
is handled by them through a specialized inter-
face, exposed via an array of web services.

 In the development phasemodel and dataset 
updates occur often. The development cycle in-
cludes analysis of the classification errors against 
unseen documents, revising the gold-standard 
datasets, acquiring additional annotated articles 
and retraining of the models. 

Under these considerations, we have de-
signed a batch-learning algorithmic solution, 
which supports iterative updates and makes the 
system easy-to-use by non-experts. The system 
incorporates web methods for labeling of unseen 
documents, model retraining and system status 
retrieval. The labeling method accepts article 
submissions in XML format, and generates a 
machine-processable XML response containing 
categorical predictions. Labeled document col-
lections for model development are uploaded in 
advance to a repository folder accessible by the 
server via generic file transfer protocols. Col-
lections can be provided as either collections of 
XML documents residing in a subfolder of the 
repository, or .zip archives containing a batch 
of documents of an arbitrary size. The state and 
contents of the document repository, the count of 
active labeling models, along with the count of 
available permits for parallel access to the sys-
tem are reported upon calls to a specialized sys-

tem status method.
System retraining can be triggered by calling 

a service method by specifying the path to a par-
ticular dataset. 

5. Method
5.1 Automatic Text Classification 
Considering that the most important factor 

influencing the model performance is the set of 
features used for training, one of the valuable 
contributions of this work is the feature engi-
neering. We defined a number of features, some 
depending on the textual content (bag of words), 
others on the meta-data supplied along with the 
document: media type, user identifier and tags 
provided by the user. We also experimented with 
conjunctions between the tag and user identifier 
and calculated character n-grams over the tags. 
We evaluated the contribution of each feature 
type to the system performance. The features are 
language agnostic and we do not make use of any 
linguistic knowledge or resources for Bulgarian 
(the main language representative in our data 
set). We designed our algorithm as hard classifi-
cation, e.g., a document is classified using a one 
versus all approach. We train a binary classifier 
for each category and collect all positive classi-
fications to allow assignment of multiple labels 
per document. The classification is performed 
with Edlin1 with DSL and software layer for fea-
ture engineering (Ganchev and Georgiev 2009). 
The system is exposed to Svejo.net as Ontotext’s 
KIM Enterprise2  services. 

The classification methods which are used 
are naive Bayes, maximum entropy, percep-
tron (Crammer et al.2006) and MIRA (Rosen-
blatt1958). We use 70% of the entire collection 
for training, reserve 15% for a development set,  
and keep another 15% for assessment of the 
classifier output. For naive Bayes classifiers, we 

1 http://www.edlin.sourceforge.net
2 http://www.ontotext.com/kim
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optimize the hyper-parameter that controls the 
extent of smoothing (we use Laplacian smooth-
ing) against the development set. Since our goal 
is to produce a real world system there are fea-
tures enabling real time training by the end us-
ers. For this system the smoothing parameter is 
set in advance, stratified training and test splits 
are dynamically built for training of each classi-
fier, and the ratio between training and test data 
is set to 9:1. Training and evaluation takes place 
via an automated routine that extracts all classes 
present in the provided document collection, pre-
pares randomized and stratified training and test 
splits for each class, analyses and stores the re-
sults, and saves the generated models.

5.2 theme Extraction/Assignment
We select keywords and keyphrases from a 

set of candidates comprising n-grams of a pre-
defined set of sizes (in our experiments, unigrams 
and bigrams). During the preprocessing phase, 
the documents undergo tokenization, stop-words 
are removed, tokens are converted to lowercase, 
and tokens that contain undesirable characters 
(e.g. numerals and punctuation) are eliminated.

We compare two different approaches for 
keyphrase extraction in Bulgarian - an unsuper-
vised approach and a supervised approach. 

The unsupervised approach is based on the 
TF-IDF heuristics. The TF-IDF of a candidate 
keyword is computed using the traditional for-
mula. The TF-IDF score of keyphrase candidates 
is computed in two ways: (i) using the traditional 
TF-IDF formula, considering the keyphrase as 
one token (method called here mix) and (ii) on 
the basis of the TF-IDF scores of its constituents 
(method mean). Specifically, if a phrase is com-
posed of two words, we compute the TF-IDF of 
the two constituent words and the entire bigram, 
and then average over the three values to get a 
single score for the phrase. Furthermore, we al-
low the filtering of constituents whose individual 
score is below a certain threshold value when 

calculating the score of the entire phrase. 
The candidates are ranked by their TF-IDF 

(or average TF-IDF) score. In order to select a 
threshold for the top ranking candidates, we 
compute the nearest integer greater than the 
mean keyphrase count in our evaluation dataset. 
For the mix algorithm, it is necessary that we 
normalize the TF-IDF values obtained within a 
document to values between 0 and 1. 

The second approach is a supervised classi-
fication method that predicts keywords from the 
set of candidates, based on a set of manually la-
beled training examples. The method is inspired 
by the KEA algorithm (Witten1999), which uses 
two basic features: the TF-IDF score of each of 
the candidates (denoted by tFIdF) and the po-
sitional offset (denoted by pos), computed as the 
count of tokens preceding the first occurrence of 
the candidate phrase in the text. As in the origi-
nal method, we discretized these features using a 
supervised method (Fayyad and Irani1993), and 
compared the results with those obtained when 
with an unsupervised discretization strategy that 
groups them into equally-sized bins. We added 
other features to the set proposed in the original 
article  (Wittenet al. 1999), which lead to an im-
proved performance. Specifically, we added the 
candidate length in tokens (denoted by len) and 
a boolean attribute that indicates whether a token 
is included in the title of the article or not. Final-
ly, we considered various conjunctions between 
the features described so far. 

For classification we used two of the algo-
rithms implemented in Edlin (Ganchev and Geor-
giev 2009) - multinomial naive Bayes (MNB), 
perceptron (PEr) (Rosenblatt 58) and MIRA 
(MIrA) (Crammer et al.2006). As in (Witten et 
al. 1999), we filter out candidate keywords and 
phrases that occur in the text of the document 
analysis only once.

The TF-IDF scores and some of the prepro-
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cessing steps are implemented using the Lucene3 
framework. All machine learning algorithms and 
the experiments with supervised discretization 
are implemented in Edlin. The stemmer Bulstem4 

which is described in (Nakov1998) is also used. 
The system is exposed to Svejo.net as Ontotext’s 
KIM Enterprise services.

6. results and discussion
6.1 Automatic Text Classification
We observed that the naive Bayes strongly out-

performs the other classification methods. Below we 
show only experiments using the naive Bayes classi-
fier.

Table 2. summarizes the performance of the clas-
sifiers for each of the target categories. The reported 
precision, recall and the macro F1 scores represent the 
mean score values obtained over each category for 10 
independent experiments. 

Our baseline comprises a bag-of-words (BOW) 
over the title and body, and results in macro F1-scores 
smaller than 60% across all categories. The poor 
performance is probably due to the limited amount 
of text contained in each of the documents. The in-
clusion of tags leads to a noticeable improvement of 
performance, F1-score increasing up to 67%. The 
feature media_type does not improve the F-score, nei-
ther when used alone, nor in a conjunction with other 
meta-data attributes. In our models, the most informa-
tive feature among the three meta-data features is the 
user_id, particularly in conjunction with the document 
tags. We explain this by either a tendency of certain 
users to assign certain specific tags, or by the interest 
of each user towards a certain article category. The 
highest accuracy in our experiments is achieved by 
the system that uses a feature set comprising bag-of-
words over the textual contents, all meta-data fea-
tures and the conjunction user_id&tags. On average 
the system scores nearly 5% higher than the baseline 
model. Extending the feature set further by the addi-

3 http://lucene.apache.org/core/
4 http://lml.bas.bg/~nakov/bulstem/index.html

tion of character trigrams over the tags assigned to a 
particular document leads to a reduction in the average 
score. The reason for including n-grams over tags is 
to address issues like the occurrence of tags in plural 
and singular, with or without article, as tags are free 
text written out by the user upon addition of the new 
resource to Svejo.net. Although we observed some 
improvement when using n-gram and particularly tri-
grams over tags in comparison to the cases in which 
tags are included as words, this feature does not seem 
to lead to an improvement in the presence of other, 
more informative attributes, like user_id. 

As expected, shopping is the lowest-scoring cat-
egory; however, when using this model, we witness 
nearly 12% combined improvement on precision 
and recall in comparison to the second best model, 
and overall score increasing to nearly 42% in this 
setting. The model for the sport category produces 
the best F1 score among all models in/from the set 
(92%). 

Error Analysis
The main source of errors is the limited amount 

of text in the documents to be classified, affecting 
all categories regardless of their abundance in the 
corpus. 
table 2. Text classification results

Precision Recall F-measure
AVG baseline
 (BOW) 0,53 0,61 0,57

+ tags    
shopping 0,25 0,35 0,29
sport 0,90 0,87 0,89
art 0,61 0,65 0,63
business 0,52 0,68 0,59
politics 0,50 0,75 0,60
society 0,69 0,81 0,75
fun 0,81 0,80 0,80
science 0,54 0,47 0,50
lifestyle 0,70 0,77 0,73
technologies 0,80 0,85 0,82
health 0,78 0,84 0,81
other 0,98 0,96 0,97
AVG all 0,64 0,71 0,67
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+ media_type    
shopping 0,23 0,32 0,27
sport 0,90 0,87 0,89
art 0,61 0,66 0,64
business 0,51 0,68 0,58
politics 0,50 0,74 0,60
society 0,69 0,81 0,75
fun 0,80 0,80 0,80
science 0,53 0,48 0,51
lifestyle 0,69 0,77 0,73
technologies 0,80 0,85 0,82
health 0,78 0,83 0,81
other 0,98 0,96 0,97
AVG all 0,64 0,71 0,67
    
+user_id + user_
id&tags    

shopping 0,37 0,45 0,41
sport 0,93 0,91 0,92
art 0,72 0,74 0,73
business 0,63 0,75 0,69
politics 0,60 0,81 0,69
society 0,77 0,87 0,82
fun 0,85 0,86 0,86
science 0,66 0,57 0,61
lifestyle 0,79 0,83 0,81
technologies 0,85 0,88 0,87
health 0,83 0,87 0,85
other 0,98 0,97 0,98
AVG all 0,73 0,78 0,75
    
+ 3-grams over tags    
shopping 0,21 0,47 0,29
sport 0,91 0,88 0,90
art 0,60 0,73 0,66
business 0,53 0,71 0,61
politics 0,49 0,80 0,61
society 0,69 0,85 0,76
fun 0,83 0,82 0,82
science 0,52 0,56 0,54
lifestyle 0,72 0,80 0,76
technologies 0,81 0,85 0,83
health 0,78 0,86 0,82
other 0,98 0,96 0,97
AVG all 0,64 0,76 0,69

We also note that the categories are difficult 
to differentiate by their lexical features only. 
Many categories, including the largest ones (so-
ciety and fun) contain rather general lexicons 
and little specific terminology. This leads to poor 
performance if BOW is used for prediction. The 
terminology is more explicit for only two catego-
ries: sport and technologies. 

A document from the business category that 
speaks about the Bulgarian finance minister is 
classified by our system as politics. The reason 
may be that the Bulgarian finance minister is 
mentioned three times in the 1 000 characters 
textual limit, which is provided to the system. 
Another similar example is the following: a story 
about a student who made a trailer for his favorite 
football team is classified as sport, whereas the 
true class is lifestyle. Another document from the 
class lifestyle, talking about a popular Bulgarian 
football team relaxing in a restaurant in Burgas 
after winning the Bulgarian football super cup 
is classified as sport. Another source of errors 
is a set of documents containing advertisement, 
which we classify as shopping, but which belong 
to the health group. In our view, the above men-
tioned mistakes of our system are in fact accept-
able suggestions for categorization. They are a 
consequence of the overlap between the topics in 
different categories and we believe that the opti-
mal assignment would admit both the predicted 
and the gold standard categories.

A clear mistake, which cannot be explained 
by overlapping terminology, refers for instance 
to an article reporting on Lichtenstein joining the 
Schengen space, which is incorrectly classified 
as shopping. We believe that this is due to the 
extensive faith of the algorithm in some meta-
features like the user_id and other tags. This oc-
curs mostly for the shopping category, which is 
under-represented in the corpus.

Another source of errors refers to documents 
written in foreign languages which are underrep-
resented in the corpus.
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6.2 theme Extraction/Assignment
Experimental results from the keyword ex-

traction/assignment are presented in Tables 3 and 
4. The evaluation metrics that we use are preci-
sion, recall and F1-score, computed for the target 
class (true keywords and keyphrases). A candi-
date is a true positive only if it is an exact match 
of an entity found in the gold standard set. In the 
unsupervised setting, we only report the scores 
yielded with an optimal setting of the parameter 
that limits the count of returned results.

The performance of unsupervised meth-
ods is not influenced significantly by stemming 
(Table 3). This is probably due to the numerous 
constraints on the candidate set (ignoring low-
frequency candidates, filtering longer candidates 
containing a stop word, etc.). The mix method 
outperforms the mean method both with stem-
ming (line 8, F1=13.79%) and without stem-
ming (line 1, F1=13.78%). Among the variants 
of mean, the best score is achieved if the 75% 
least important tokens are filtered out (line 7, 
F1=13.63%). 

The models using the basic features of (Wit-
tenet al. 1999), namely tFIdF+pos, did not out-
perform the best unsupervised methods, regard-
less of the use of stemming. If len is added as 
a feature, the supervised approach outperforms 
the unsupervised baseline by a considerable 
margin (compare Table 3, line 2 and Table 4, 
line 2). A remarkable increase in performance is 
observed if feature conjunctions are introduced 
into the model, and the best scores that we have 
obtained include the conjunctions tFIdF&pos 
and pos&len. 

In  our experiments, we  discretized  the  continu-
ous-valued tFIdF and pos features as explained in 
the Methods section. Supervised discretization did 
not outperform the unsupervised discretization when 
using only basic features and the models including 
feature conjunctions gave slightly better results 
with unsupervised discretization (an F1 increase  
of >1%).

table 3. Experiments in the unsupervised setting
Method n F L F1 P% R%

1 mix 1, 2  - 7 11.95 8.28 21.44
2 mix 1, 2  - 5 13.78 10.61 19.66
3 mix 1  0% 5 12.76 09.82 18.21 
4 mean 1, 2  0% 5 11.52 8.87 16.44
5 mean 1, 2 25% 7 11.54 8.00 20.71
6 mean 1, 2 50% 4 12.76 9.82 18.21
7 mean 1, 2 75% 5 13.63 10.49 19.46 
8 mix 1, 2 - 5 13.79 10.61 19.67

The upper and lower sections of the ta-
ble separated by a double linecontain the re-
sults with words and stems, respectively.  
legend: L (limit), F (filter), n (n-grams)

table 4. Experiments in supervised setting
Features Algo F1 % P %  R %

1 TFIDF 
+pos MNB 9.32 47.62 5.16 

2 TFIDF 
+pos MNB 10.31 32.31 6.14

3 +len MNB 25.60 26.90 24.42

4 + TFIDF 
&pos MNB 29.73 22.81 42.70

5 + len 
&pos MNB 30.02 22.15 46.58

6 TFIDF 
+pos PER 11.58 36.68 6.88  

7 TFIDF 
+pos MIRA 10.37 27.35 6.36 

8 TFIDF 
+pos MNB 10.26 36.65 5.97 

9  +len MNB 27.35  19.40 46.33

10 TFIDF 
+pos PER 11.58 36.68 6.88  

11 TFIDF 
+pos MIRA 15.86 29.07 10.90 

12 All conj MIRA 20.69 44.92 13.44
The first section represents the results ob-

tained with words, and the second with stems 
(separated by a double line). “+” denotes the ad-
dition of a feature to the set from the previous 
line.

In Table 4 lines 1 and 2 show the performance 
of the models when using the gold-standard 
training set and the complete collection of arti-



15INFOtheca, № 2, Volume XIII, December 2012.  

cles correspondingly (see Data section), respec-
tively, for the purpose of evaluation of frequency 
statistics. Since the performance with the whole 
collection is superior, we use the complete cor-
pus for obtaining frequency statistics in the fol-
lowing experiments (models 3-12).

As in the unsupervised case, using a stemmer 
does not influence much the performance of the 
models, except for the case of the MIrA clas-
sifier, where we note an improvement of 5% in 
F1 (Table 4, lines 7 and 11). Adding many con-
junctions to the feature set increases further the 
performance (Table 4, line 12). 

As the number of features increases, the pre-
cision of these algorithms measured against the 
positive class improves and eventually reaches 
levels above 44%, but this growth is accompa-
nied by a steep decline in recall and F1-score.

When comparing the performance of the 
three classifiers, we notice that both PEr and 
MIrA outperform MNB on the basic feature 
set. Both MIrA and PEr outperform the unsu-
pervised baseline in terms of F1-score, and the 
best results surpass 20%. We achieve our best re-
sult (F1=30.02%) with the MNB algorithm using 
the features tFIdF, pos, len and conjunctions 
tFIdF&pos and pos&len. 

Error Analysis
Error analysis is performed on the develop-

ment set. Many errors are due to the fact that 
family names of Bulgarian politicians tend to oc-
cur more frequently in the documents than their 
full names and are therefore preferred by our 
unsupervised algorithm. On the other hand, the 
gold standard recommends their full names. For 
example, the gold standard suggests Sergei Stan-
ishev and Traicho Traikov as keywords for some 
documents. Our algorithm returns Traicho Trai-
kov, which is a true positive, but also Traicho, 
Stanishev and Traikov, which are false positives 
according to our evaluation scheme. This prob-
lem is addressed by the addition of len feature to 

our supervised learner.
Another issue is the tendency of authors to 

add names of politicians and political organiza-
tions, even when they are not explicitly men-
tioned in the article. For instance, a report about 
the new minister of health is tagged by the actual 
name of the minister (gold standard), whereas we 
return minister of health, new, health, minister, 
etc. The Svejo.net estimates that the accuracy 
can be increased by up to 30% if we include part-
of-speech analysis and remove verbs from our 
selection. 

When our model is built without stemming, 
many true positives are not considered during the 
evaluation, because the keywords returned by the 
algorithm contain for example the article and the 
gold ones do not. For instance, the gold standard 
keyword medal is returned by the algorithm the 
medal. Our algorithms also return both the plural 
and singular forms of a keyword, which is not 
the case of the gold standard. This suggests that 
working with lemmata (canonical word forms) 
would improve the performance of our models.

7. Conclusion
We have presented an overview of a system 

based on NLP techniques that facilitates the shar-
ing of content over a social web space.

 The first task is attached as a multi-class, 
multi-label, multi-language classification. The 
implemented modules allow the automation of a 
task that demands a significant amount of man-
ual effort, and provide capabilities for improve-
ment of the accuracy of modeling that does not 
require an insight into the details concerning the 
functioning of the system. We have described the 
algorithms and features employed, evaluated the 
impact of the features that participate in the mod-
eling process and show that knowledge about the 
user can greatly improve performance.

We addressed also the task of automatic key-
word and keyphrase extraction and its application 
to the popular Bulgarian web resource Svejo.net. 



INFOtheca, № 2, Volume XIII, December 2012. 16

Enhancing social news media in bulgarian with natural language processing 

To the best of our knowledge, this is the first 
study on keyword and keyphrase extraction for 
Bulgarian, a resource-poor and under-explored 
language.We presented two simple approaches 
which do not rely on costly tools for linguistic 
analysis. We explored different candidate selec-
tion strategies and evaluated the effect of sev-
eral types of features and their conjunctions on 
our models. We also assessed the accuracy gain 
achieved by the introduction of a stemmer com-
ponent.

In the future, we plan to increase the in-
volvement of linguistic knowledge. Many stud-
ies suggest vast improvements in performance 
with addition of part-of-speech tags. Recent 
work (Georgiev et al.2012) suggests that adding 
morphological features can improve supervised 
classification. The error analysis suggests that or-
thographic features, (e.g. “word comprises only 
upper case characters”) can isolate names and 
organizations in the sentence, since these phrases 
coexist with a prominent change in case. Anoth-
er useful direction of development could be the 
automated induction of feature conjuctions (Mc-
Callum2003).
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